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1 Introduction

In 2022 California’s minimum wage reached $15 for all workers, the result of a series of increases from $8 that began in 2014. Over a similar 7.5 year period, New York State increased its minimum wage for fast food workers from $7.25 in 2013 to $15—in New York City on December 31, 2018 and in the rest of the state in 2021. California’s increases comprise a gain of 87.5 percent; New York’s comprise 107 percent. These magnitudes are unprecedented, even when measured in constant dollars—56 percent in California and 72 percent in New York—and especially compared to the stagnant federal minimum wage level since 2009. The policies represent a dramatic departure from the incremental increases that characterized federal and state minimum wage policy in prior decades.

We provide the first causal estimates of the labor market effects of these large minimum wage policies. We focus on the fast food industry because its wage levels are among the lowest of any sizable industry, as well as to avoid issues related to tip credits for servers in full-service restaurants and to permit including New York’s upstate counties in our analysis. Our treatment sample consists of 47 larger counties in California and New York that reached $15 or higher by 2021q1. The control counties come from states that have not experienced a minimum wage change since the 2009 federal increase. The range of average pre-treatment earnings among the counties in our treated sample spans the nationwide distribution of county-level average earnings. As a result, our estimated minimum wage effects are likely generalizable to the U.S. as a whole.

Our primary analysis uses a stacked county-level synthetic control estimating strategy (Abadie and L’Hour, 2021; Dube and Zipperer, 2015; Wiltshire, 2022b). Our approach normalizes the data and corrects for biases resulting from pairwise matching discrepancies and differences in pandemic responses between treated counties and control counties. Our estimator produces narrower confidence intervals than classic synthetic control methods and is better suited to our context than regression-based difference-in-differences estimators.

Our main specification estimates a highly significant earnings elasticity for fast food workers of +0.18, comparable to the Wursten and Reich (2023) fast food earnings elasticity of +0.15 estimated using a stacked event study on all national minimum wage events between 1990 and 2015. Our estimated employment elasticity of +0.1 is positive and borderline significant according to the conservative RMSPE $p$-value. These wage and employment estimates imply an own-wage elasticity of +0.55, compared to an OWE of +0.41 for all workers in Cengiz et al. (2019) for their sample of minimum wage events between 1984 and 2016.

Our results indicate that the high minimum wage policies we study increased earnings and had no disemployment effects. We further show that minimum wages increased 10th percentile hourly wages without affecting median wages, and that P50/P10 wage inequality would not have fallen in California or New York in the absence of minimum wage increases.

We then address a monopsony puzzle: In a monopsony model, minimum wages flatten the labor
supply schedule, which should generate increases in employment, at least up to the competitive wage (and provided labor supply is not perfectly inelastic). The minimum wage literature has thus far focused almost entirely on whether disemployment effects exist, largely neglecting a discussion of the absence of positive employment effects predicted by the monopsony model. We address this puzzle by considering whether treatment selection and attenuation bias might explain the absence of positive employment effects. As Dube and Lindner (2021) document, cities that enact local minimum wage increases tend to already have higher wages. In other words, the local areas that enact their own minimum wage policies are less likely to experience employment effects (in either direction). Moreover, including high-wage labor markets—where the minimum wage has less bite—in treatment samples could also attenuate estimated effects.

We therefore examine employment effects in sub-samples that exclude, in turn, areas with local minimum wages and areas with higher average wages. When we do so, we obtain larger positive and significant employment elasticity estimates. Indeed, in our sample of counties that excludes locales with minimum wages above the state-wide minima, our estimated own-wage elasticity of +0.82 substantially exceeds those found in most other minimum wage studies. The larger positive employment estimates in these sub-samples suggest that selection and attenuation effects can obscure evidence of how minimum wages overcome monopsony power and raise employment.¹

To connect our work to the previous literature, we also present difference-in-differences and synthetic difference-in-differences estimates of our main results Arkhangelsky et al. (2021); Callaway and Sant’Anna (2021). In California, where $15 minimum wages are legally binding for all workers, we additionally examine effects on all restaurant workers and teens. We find positive employment effects for teens that are consistent with the monopsony model, similar to Card (1991).

To examine minimum wage effects on all workers, we again focus on California and develop a novel hourly wage, bin-by-bin analysis, similar to that in Cengiz et al. (2019) and Harasztosi and Lindner (2019). We do so by building on our stacked synthetic control estimation strategy, as it is well-suited for studying repeated annual minimum wage increases. We estimate that the job effects are concentrated almost entirely just below and above the new minimum wage levels, with no significant employment effects in high wage bins and no significant effect on net employment.

Our treatment period from 2013 to 2022q1 includes the rapid and severe pandemic-driven recession in March and April 2020 and the subsequent sharp economic recovery (Bureau of Labor Statistics, 2022). The negative shock to low-wage employment caused by initial local pandemic-related responses was greater in our treated counties than in our controls, but plausibly independent of minimum wage effects. We therefore build on the bias-correction synthetic control literature (Abadie and L’Hour, 2021; Ben-Michael, Feller, and Rothstein, 2021; Doudchenko and Imbens, 2016) to develop and implement a method that mitigates bias related to heterogeneous pandemic responses, fitting a model only on control counties.

¹Early studies of minimum wages effects in fast food (Card and Krueger, 1994, 2000; Katz and Krueger, 1992) also found positive employment effects. More recently, Azar et al. (Forthcoming) and Wiltshire (2022b) find positive employment effects in retail, especially where monopsony power is likely to be greater.
The literature on large minimum wage increases in the U.S. is scant. The landmark paper by Cengiz et al. (2019) does not find significant disemployment effects in the highest decile of state minimum wage bites. Godoey and Reich (2021), the paper closest to ours, exploits intra-state variation in median wages to examine the effects of recent minimum wage changes in low-wage counties. They find no disemployment effects even where the minimum-to-median wage ratio reaches as high as 82 percent. Our paper takes a more granular approach and finds positive employment effects.

Our paper makes four methodological contributions to the minimum wage literature. First, we extend the sparse literature that leverages local variation with a stacked synthetic control method. Our stacked county-level synthetic control estimator provides more precise results than a statewide estimator, allowing us in effect to match Los Angeles to Montgomery and Atlanta, rather than only California to Alabama and Georgia. Second, our use of county-level data allows us to exclude areas that raise policy selection concerns. Third, we extend a bias-correction procedure for synthetic control methods to develop a novel means of separating pandemic-response confounds from minimum wage effects in stacked synthetic control estimates. Finally, we develop a novel method that uses stacked synthetic control results to estimate employment effects throughout the wage distribution.

The paper proceeds as follows. We discuss the policy environment and the monopsony puzzle in Section 2. We discuss our data, analysis samples and descriptive statistics in Section 3. In Section 4 we explain the stacked synthetic control method and detail our extensions of it. In Section 5 we present our main results, our evidence for monopsony power, the distributional effects on all workers, and discuss the heterogeneity evident over the three different periods. We present and discuss the results of our robustness tests in Section 6. Finally, we further discuss our results and offer conclusions in Section 7.

2 High Minimum Wages and the Monopsony Puzzle

2.1 High minimum wages: the policy environment

The federal minimum wage in the U.S. last increased in 2009q3, to $7.25. In the years following the Great Recession, state minimum wage increases were restricted to the few states that had already indexed their floors to inflation; thus California’s minimum wage remained at $8 between 2008 and June 2014, while New York’s remained at $7.25 between 2009q4 and the end of 2013.

New York State’s minimum wage for all workers began increasing on December 31, 2013. State law pre-empts New York localities from setting their own minimum wages. Nonetheless, responding to local conditions, in 2017 New York State created three minimum wage tiers: one for New York City; a second for the surrounding counties of Nassau, Suffolk and Westchester; and a third for upstate counties. In 2015 New York also began increasing minimum wages for fast food workers at a more rapid rate than for all workers—reaching $15 in 2021q3—and even earlier in New

\[\text{As Table 1 shows, though all three tiers were designated to eventually reach $15, by 2022 the minimum wage for all workers in the upstate counties remained lower—at $13.20.}\]
York City (see Table 1).

In July 2014, California began increasing its minimum wage for all workers, reaching $15 in 2022. California minimum wage levels apply to all workers in all industries; and California allows localities to set their own minimum wages above the state level. San Francisco began doing so in 2004, followed by San Jose in 2013 and numerous other California cities in 2015. These local minimum wage policies are often substantially higher than the state level. For example, minimum wages in Los Angeles, San Francisco and San Jose rose more rapidly than in the state as a whole, and exceeded $16 by 2022. Table A.1 of the Online Appendix details the evolution of the minimum wage in the 34 California cities—across nine counties—that had local minimum wages, 17 of which had reached $15 or higher by 2020q1.

Figure 1 presents 2013 county-wide average weekly earnings among the 47 largest counties in New York and California, plus 4 other counties with minimum wages that reached at least $15 by 2022q1 (or contained cities which did). Figure 1 indicates that 2013 earnings were generally higher in the 17 counties with local minimum wages than in the remaining 34 counties (all of which are in California and New York). This correlation suggests that treatment selection is nonrandom, which could bias estimates of minimum wage effects. Figure 1 also shows that the distribution of average earnings in the 34 California and New York counties without local minimum wages is highly representative of the distribution of average county earnings faced by all U.S. workers.

In summary, between 2014 and 2022 minimum wages in California and New York rose dramatically faster and higher than any U.S. minimum wage events in prior decades. These policies present a unique opportunity to study the effects of large minimum wage increases on modern economies.

### 2.2 The range of these policies among exposed groups

To provide further context for the substantial scope of these policies, we consider two commonly-applied metrics: the ratio of the minimum wage to the median wage, and the fraction of workers earning less than the upcoming minimum wage (the ”bite”). Figure 2 displays these metrics for all restaurant workers in California (shown in blue), for a low-wage local labor market (Fresno, shown in green), and for a high-wage local labor market (San Francisco, shown in red).

Panel A of Figure 2 shows how the minimum wage policies changed the ratio of the minimum wage to the median wage among these groups.

---

3From 2023 on, California will index its minimum wage annually, capped at 3.5 percent per year. In 2016 and 2017, California set a $1 lower minimum wage for employers with 25 workers or less. We ignore this differential, as Wursten and Reich (2023) show that effects on pay and employment for such businesses were the same as among all businesses.

4Since all the California cities fully index their minimum wage levels to inflation, minimum wage rates in 2023 (not shown in the table) were substantially higher.

5The 17 counties with local minimum wage counties are also high cost of living areas, a point often noted by local advocates of higher minimums.

6The Current Population Survey does not have a sufficient sample size for county-level analysis of fast food wages, nor are the SIC codes detailed enough. We therefore restrict this figure to restaurant workers in California, which does not have a tip credit.
wage to the median wage. For California this ratio increased from 44 percent in 2013 to 56 percent in 2021.\textsuperscript{7} This variation lies within the range of the 138 state minimum wage increases studied by Cengiz et al. (2019); in their sample the highest minimum to median wage ratio is 59 percent.\textsuperscript{8} However, some individual California counties lie well outside this range: in low-wage Fresno, the minimum wage to median wage ratio climbed as high as 80 percent, similar to ratios one would find in Alabama or Mississippi if the federal minimum wage were $15 (Godoey and Reich, 2021). In high-wage San Francisco, which first raised its minimum wage to $8.50 in 2004 (equivalent to about $13 in 2022), the minimum wage to median wage ratio is much lower, about 30 percent.

Panel B displays how increasing California’s minimum wage affected the proportion of workers paid less than the new minimum wage. The statewide bite varied between 10 and 15 percent, while the bite in low-wage Fresno County reached as high as 35 percent. The bite of the state minimum wage in high-wage San Francisco was negligible, as expected, since the local minimum wage remained above the state minimum wage for this entire period. The low bite in San Francisco motivates our use of sub-samples to address potential selection and attenuation bias. The variation in bites between Fresno and San Francisco is similar to the variation among all U.S. counties in 2005-2017 (Godoey and Reich, 2021).

Each panel of Figure 2 also plots these outcomes for the two most exposed subgroups: teens and restaurant workers. The bite for teens ranges between 50 and 60 percent, while the bite for restaurant workers ranges between 40 and 50 percent. For both groups, the ratio of the minimum wage to the median wage hovers between 90 and 100 percent.\textsuperscript{9} Figure 2 thus strongly indicates that these two subgroups are highly exposed to minimum wage policies.\textsuperscript{10}

2.3 The monopsony puzzle

A large number of credible causal studies have found that moderate minimum wage increases produce minimal disemployment effects. For example, Cengiz et al. (2019) estimate a noisy positive employment elasticity of .028. Godoey and Reich (2021) similarly do not find negative employment effects, even in high exposure counties.

To explain the absence of a substantial and significant negative employment effect, researchers have turned to monopsony models of imperfectly competitive labor markets. In these models labor supply schedules slope upward, workers face limited outside options, and a monopsonistic firm has

\textsuperscript{7}The 27 percent increase in the minimum-to-median wage ratio may seem low for a 75 percent increase in the minimum wage (through 2021); however, median wages also grew by approximately 40 percent during this time period, in California and also in our control group states, as we show in Figure 8.

\textsuperscript{8}In most advanced countries with statutory minimum wages, the comparable ratio lies between .50 and .60 (OECD, 2022); in recent years the average ratio has increased toward the upper end of this range. The current ratio in the UK is .60, scheduled to increase to .66. France’s ratio is .61, New Zealand’s is .71.

\textsuperscript{9}An industry’s exposure to minimum wages depends both on its workers’ wage levels and on the labor share of operating costs. Labor costs account for about 35 percent of the restaurant industry’s operating costs, much higher than in retail, health care and most other industries that employ substantial numbers of low-wage workers.

\textsuperscript{10}We discuss results for all restaurant workers in Section 6 and for teens in Appendix C.
some power to pay wages below the level that would obtain in a competitive labor market—at the cost of being unable to hire as many workers as it wants at these subpar wages. The firm finds it as profitable to pay lower wages—and accept subpar employment levels and higher employee turnover costs—as to raise wages to attract new workers, which would necessitate raising wages for its incumbent workers (Burdett and Mortensen, 1998). Binding minimum wage increases overcome the low-wage option by forcing the firm to pay the higher wage to all its employees: workers then face higher wages and accordingly supply greater quantities of labor, while the minimum wage becomes the new (flat) marginal cost of labor to the firm, inducing higher quantities of labor demanded.

While the monopsony model has provided an important explanation of the puzzle of absent disemployment effects, it also raises another puzzle: binding minimum wage increases, at least up to the competitive wage level, should increase employment. Moreover, extant estimates suggest that monopsony-generated wage markdowns are substantial, suggesting that the magnitude of the predicted positive employment effect may also be substantial. Yet the most positive empirical estimates of minimum wage employment effects are often noisy zeros.\(^\text{11}\) We refer to this discrepancy between theory and empirical estimation in the minimum wage literature as the monopsony puzzle.\(^\text{12}\)

How might the monopsony puzzle be resolved? One possibility: measurement error or heterogeneity in the treated group masks positive employment effects. The restaurant sector encompasses full-service restaurants at a variety of price and wage points as well as lower-wage fast food restaurants. This heterogeneity may attenuate observed employment effects.

The fast-food industry is less diverse, but even relatively similar fast food segments exhibit some heterogeneity.\(^\text{13}\) For example, the In-N-Out Burger chain, which operates in multiple western states and employs 27,000 workers, pays higher wages and experiences lower employee turnover than does Burger King. Such diversity may add noise to estimated employment effects. It is thus notable that the availability of more precise establishment-level wage and employment data in the early fast food studies (Katz and Krueger, 1992 and Card and Krueger, 1994, 2000) revealed substantial positive employment elasticities, as high as 1.85.

A second possibility, and the one we explore here, suggests that minimum wage effects may be mediated by the nature of state and local labor markets. As Aeppli and Wilmers (2022) show, among the states that increased minimum wages between 2012 and 2018, the size of the state increase

\(^\text{11}\)Azar et al. (Forthcoming) and Wiltshire (2022b) are recent notable exceptions.

\(^\text{12}\)The puzzle applies even when businesses with employer power raise their prices, as Ashenfelter and Jurajda (2022) found for McDonald’s restaurants. Price increases raise the value of the marginal product of labor and shift the labor demand curve outward. If the labor market is imperfectly competitive, the new demand curve intersects with the marginal cost curve (up and) to the right of the previous point of intersection, thus increasing employment. In contrast, price increases in a perfectly competitive labor market would merely mitigate employment losses.

\(^\text{13}\)Fast food encompasses independents, chains (franchised and corporate-owned), and a variety of food types (such as chicken, hamburgers, pizzas, sandwiches and tacos) and ethnic varieties (such as Italian, Chinese, Mexican, Thai and Vietnamese).
was highly correlated with the 2012 average state wage. If employer power is weaker in higher wage areas, policy endogeneity could attenuate estimated employment effects when studying all state-level minimum wage events.

Such considerations have stimulated research on heterogeneity in minimum wage employment effects by exposure to the minimum wage. Yet recent published papers have found little evidence for such heterogeneity. Using state-level data, Cengiz et al. (2019) do not find heterogeneity by state-level exposure. Using county-level data and a regression-based estimator, Godoey and Reich (2021) find somewhat more positive, but noisy, employment effects in more exposed counties. However, the minimum wage increases in these papers average just ten percent.

We examine much larger minimum wage increases. Moreover, our sample allows us to examine employment effects of high minimum wages in areas that do not have their own minimum wages, and in areas with higher exposure to minimum wages. We can therefore better test whether reducing treatment selection and attenuation effects reveals positive employment effects.

3 Samples and Data

3.1 The analysis samples

To conduct our analysis of the fast food industry, we draw our primary sample from California and New York—with their state-wide policy calendars allow us to create a balanced panel of 47 treated counties with at least 30 post-treatment quarters. We can then align the panel in event time.\(^{14}\)

We focus on fast food workers because their wage rates are among the lowest of any sizable industry, because only fast food workers were covered in upstate New York by a $15 minimum wage, and to ensure comparability across areas that do and do not have tip credits.

Our treatment sample consists of 25 counties in California and 22 in New York. To reduce over-fitting and reduce noise in the data (especially from sparsely populated counties) we restrict the California counties to those with at least 5,000 restaurant workers. We restrict the New York counties to those with at least 2,000 restaurant workers and consider appropriately sized control counties for those with fewer than 5,000 restaurant workers. These restrictions retain 95.6 percent of California employment and 86 percent of New York employment.\(^{15}\)

Our untreated control counties consist of all similarly sized counties with a $7.25 minimum wage throughout the pre-treatment and treatment periods. We have 123 large control counties for the 25 California treated counties and 11 large New York treated counties, and 150 mid-size control

\(^{14}\)This restriction excludes Chicago, Denver and the District of Columbia. We additionally exclude Seattle because of its multi-level minimum wage structure and its substantial employment spillovers into King County (Dharmasankar and Yoo, 2023). Including these cities did not appreciably affect our results.

\(^{15}\)Relaxing this restriction did not add appreciably to retained employment.
counties for the 11 mid-size New York treated counties. Online Appendix Table A.2 lists the large donor pool counties; Table A.3 lists the mid-size donor pool counties. Columns 1 and 2 of Online Appendix Table A.4 present, as an example, the synthetic control weights for Los Angeles, one of our 47 treated counties (see Section 4). The weighting matrices for both outcomes are sparse and have several common donors, concentrated in Alabama, Georgia, the Carolinas and Texas.

Our analysis period begins in 2009q4, just after the last federal minimum wage increase, and ends in 2022q1, the most recent quarter with available QCEW data at the time of writing. For uniformity across the two states, our primary analysis ends in their first quarter with a $15 minimum wage.17 We convert data for each county to event time and we end in event quarter 30, which is 2022q1 for California and 2021q3 for New York.

Our research design allows us to generate informative results for minimum wage effects at levels between $8 and $15, as well as at $15, using a sample that is representative of all U.S. counties. In principle, we could include counties in states with minimum wages below $15. However, our interest is in the effects of high minimum wages. Equally important, including only California and New York confers an important advantage for identification. Counties in both states (except San Francisco and Santa Clara) had long pre-treatment periods with no policy changes. The pre-treatment minimum wage trends in these counties are therefore identical to those in our donor pool—an important feature of our research design. Meanwhile, policy increases during our pre-treatment and treatment periods in all the other states with their own minimum wages either challenge the assumptions of our research design, possibly confounding our estimates, or were too low to be informative about effects of high minimum wages.

As previously noted, Figure 1 shows that our treated counties are sufficiently diverse to capture most of the national variation in average county wages. Tulare, CA and Ulster, NY both lie below the (dashed gray) 10th percentile line, indicating that two counties in our sample have lower average wages than the counties where 90% of workers in the U.S. live. Our treated counties fall throughout the 10th and 90th percentiles, and then we have four counties: three in the Bay Area and New York, NY (Manhattan) that lie far above the 90th percentile line.

To examine heterogeneity in the effects of minimum wages within our primary treated sample, we separately impose two restrictions on the sample. For the first of these restrictions we exclude the 14 counties that had a higher county-level minimum wage or a higher local minimum wage in at least one of its constituent localities.18 For the second, we exclude the nine San Francisco Bay Area counties and five New York City counties that comprise the high-income outlier counties in

---

16 In a robustness check using all restaurant workers in California, we add San Luis Obispo County to the other 25 large treated counties in California. The QCEW suppresses data for San Luis Obispo fast food workers, but not for restaurant workers.

17 Several counties in the Bay Area and New York City reached a minimum wage higher than $15 by event quarter 30.

18 The excluded counties with a local minimum wage are: Alameda, Contra Costa, Los Angeles, Marin, San Diego, San Francisco, San Mateo, Santa Clara, Sonoma, Bronx, Kings (Brooklyn), New York (Manhattan), Queens and Richmond (Staten Island).
our sample and their surrounding counties.\footnote{The excluded counties from the Bay Area and New York City are: Alameda, Contra Costa, Marin, Napa, San Francisco, San Mateo, Santa Clara, Solano, Sonoma, Bronx, Kings (Brooklyn), New York (Manhattan) Queens, and Richmond (Staten Island).}

Our analysis of teens and restaurant workers draws entirely from California, where a $15 minimum wage is legally binding on all workers and employers. The sample years are the same as for our study of fast food workers. Our control group for teens come from states without a minimum wage change since 2009. Our control group for restaurants is the same as in our fast food analysis.

### 3.2 Datasets

#### 3.2.1 Quarterly Census of Employment and Wages (QCEW)

We use the Quarterly Census of Employment and Wages (QCEW) administrative data for our county-level and state-level analyses. The QCEW data covers about 95 percent of all U.S. payroll jobs. For our fast food analysis, we restrict the QCEW data to private sector workers in NAICS 722513.\footnote{Prior to 2012, the equivalent code is 722211.} For our restaurant-focused analysis, we restrict the QCEW data to private sector workers in the California restaurant industry (NAICS 722).

Employers report payroll on a quarterly basis and employee headcounts monthly. To construct average weekly earnings, we compute the ratio of industry payroll to employment, divided by 13 (52 weeks / 4 quarters). We cannot distinguish whether changes in weekly earnings result from changes in hourly pay rates or changes in the number of quarterly hours. However, previous research (Nadler et al. 2018) has demonstrated the small variation in quarterly hours in the QCEW.\footnote{The period of pandemic-related restrictions constitutes an exception, as many restaurants restricted their business hours and many low-wage workers could only work part-time.}

Since the QCEW observes monthly employment, our employment measure averages employment over the three months in the quarter. The QCEW therefore over-weights full-time workers and those who worked the entire quarter. These groups are less likely to be minimum wage workers. As a result, the QCEW may under-estimate minimum wage effects on weekly earnings and employment.

#### 3.2.2 Current Population Survey (CPS)

Our data on hourly wage distributions come from the CPS Outgoing Rotation Group (ORG) samples, beginning in 2009q4 and continuing through 2022q2. We make standard restrictions to the samples, such as excluding self-employed individuals and individuals who did not respond to the wage questions. We restrict the data to workers in the contiguous U.S. who reside in California, New York and the 20 states that did not experience any minimum wage changes since July 2009. CPS data refer to the previous week of the survey and are collected from a representative household sample. The CPS allows estimating effects on weekly hours and annual weeks worked and by demographic group, but the sample size limits its usefulness for data on most counties.

\footnote{The excluded counties from the Bay Area and New York City are: Alameda, Contra Costa, Marin, Napa, San Francisco, San Mateo, Santa Clara, Solano, Sonoma, Bronx, Kings (Brooklyn), New York (Manhattan) Queens, and Richmond (Staten Island).}
3.3 Unemployment data

As the unemployment rate is an important predictor of our outcomes of interest, we include it as a covariate in our analyses. We obtain annual county-level unemployment rates from the Bureau of Labor Statistics’ Local Area Unemployment Statistics (LAUS) program. Using the LAUS, we also calculate annual state-level unemployment rates for our state-level analyses.

3.4 Pandemic-response shock index

We use Google’s Community Mobility Data as aggregated by Chetty et al. (2020) to construct an index of the effects of these local pandemic responses on economic activity in fast food restaurants. Google Mobility data uses location data from smartphones to track their owners in different locations before and after the onset of the pandemic. For each day of the week, and for each county, the mobility data reports the time individuals spent in a location that day, relative to the median time spent that same weekday from January 6, 2020 to February 6, 2020.

In particular, we use the time spent at restaurants and retail and local smartphone data on time spent at workplaces from March to 15 to July 15, 2020.\textsuperscript{22} We discuss the evolution of each of these measures in our analysis sample in Appendix B. As we explain in Section 4.2.3, we fit our model of how the pandemic affected wages and employment using only control counties, ensuring that minimum wage increases do not contaminate the index.

3.5 Raw Earnings Data

Observed earnings growth constitutes a necessary condition for the validity of any estimated employment effects. We therefore consider here trends in raw earnings for fast food workers throughout the pre- and post-treatment periods, using QCEW data. Figure 3 presents raw earnings data by state and size for the treated counties (large California counties, large New York counties, and mid-size New York counties) and the associated donor pool counties, along with the population-weighted average for each group. The earnings data are normalized to 100 in the final pre-treatment year for each state.

Three patterns appear in each of these plots. First, average earnings growth and seasonality in the treated counties and the donor counties were identical in the pre-treatment period, even without the application of a statistical control algorithm. Second, average weekly earnings began growing faster in the treated counties once the minimum wage began increasing; this divergence continued through 2019. Third, despite continued growth in the minimum wage in treated counties throughout the pandemic era (from 2020q1 onward), average weekly earnings in treated areas stopped diverging from those in the donor counties. Indeed, we observe some earnings convergence beginning in late 2021, suggesting more rapid earnings growth in donor pool counties.

\textsuperscript{22}Google does not provide disaggregated data for fast food restaurants
This last pattern suggests that cross-state earnings differentials fell among low-wage (fast food) workers from 2021 onward. This compression is consistent with the exceptionally tight labor market conditions of this period. Using a broader array of indicators, Autor, McGrew and Dube (2023) also find such wage compression.

4 Methods

4.1 Methods in the Minimum Wage Literature

Although most minimum wage papers have used a difference-in-differences (DiD) research design, a new generation of papers uses econometric improvements to the 2x2 DiD design—most notably the stacked event study estimator and modern DiD estimators. These methods can be informative in cases with many treated units and large datasets.

A smaller number of minimum wage studies use a synthetic control method (SCM). Two papers are most closely related to ours. Nadler et al. (2019) uses SCMs to study the effects of minimum wages in six cities through the end of 2016 and finds that minimum wage increases up to $13 increased pay of restaurant workers but did not reduce employment. However, the cities with local minimum wage policies may differ in important economic dimensions from the states that have set their own minimum wages (Dube and Lindner, 2021); and these policies may have different effects at $15 or $16 than at $12 or $13. Wiltshire (2022b) uses a stacked synthetic control method to study the local monopsony power of a major retailer, finding that federal minimum wage increases resulted in employment gains in places where the retailer operated.

We use SCMs because under a linear factor model they do not rely on parallel mean outcome trends (Abadie, 2021) and they are informative in situations with as few as one treated unit, provided data are available for a sufficiently long pre-treatment period. Moreover, SCMs allow us to be explicit and transparent about each estimated counterfactual and its similarity with the associated treated unit. Classic SCMs restrict weights to be non-negative, yielding estimates that are free of extrapolation beyond the support of the donor units (Abadie, Diamond, and Hainmueller, 2015; Ben-Michael, Feller, and Rothstein, 2022; Kellogg et al., 2021) while extensions in the past decade have made synthetic controls well-suited to handling policy environments in which treatment adoption is staggered and even when potential control/donor units ideally differ among treated units. For these reasons, SCMs are well-suited to study the effects of a series of repeated annual policy events, such as the minimum wage increases in California and New York counties between 2014 and 2022.

23Prominent recent examples include Cengiz et al. (2019); Godoy and Reich (2021); Godoy et al. (Forthcoming); and Wursten and Reich (2023).
24For example, Abadie and L’Hour (2021); Acemoglu et al. (2016); Ben-Michael, Feller, and Rothstein (2022); Cavallo et al. (2013); Dube and Zipperer (2015); Kreif et al. (2016); Peri, Rury, and Wiltshire (Forthcoming); Wiltshire (2022a,b).
4.2 Synthetic control methods

4.2.1 Overview

Our “stacked” synthetic control estimator (Wiltshire, 2022a), is an event-period-specific weighted average of the individually-estimated synthetic control estimates of treatment effects for many units that received a binary, “absorbing” treatment. This approach allows for more flexibility and specificity in donors. In our analysis, for instance, Los Angeles County is most comparable to the sprawling urban counties of the South, while Fresno County is most similar to more-rural areas in Texas, Georgia, and South Carolina.

As we describe below, a stacked synthetic control approach also provides an opportunity to correct our estimates for potential bias associated with non-identically-distributed post-treatment period shocks, such as the effects of local pandemic responses on labor markets. And using stacked synthetic controls to estimate average effects over many treated units makes it viable to engage alternative modes of synthetic control inference.

For a given outcome of interest, our synthetic control estimator selects weights to best match an individual treated unit to a subset of untreated “donor pool” units along specified dimensions in the pre-treatment period. The resulting weighted average of donor pool unit outcomes is the synthetic control estimate of the counterfactual dynamic outcome path. Under fairly general assumptions and with a good pre-treatment “fit” between the treated unit and its synthetic control, the difference in the two dynamic outcome paths yields the estimated treatment effects. Abadie and L’Hour (2021) and Ben-Michael, Feller, and Rothstein (2021) further propose a correction procedure to adjust for bias resulting from pairwise matching discrepancies.

We estimate separate synthetic controls and paths of treatment effects for each treated county in California and New York and then stack and average these estimates using 2010 population levels as weights. To correct our estimates for the effects of confounds related to discrepancies in local pandemic responses, we adapt the bias-correction procedure as discussed in Section 4.2.3.

The literature on inference in SCMs remains active. The most widely adopted approach, developed in Abadie, Diamond, and Hainmueller (2015, 2010), generates p-values based on the distributions of the ratios of the (root) mean squared prediction error (MSPE) as calculated by permuting treatment across untreated units. For long post-treatment periods over which treatment intensity is increasing, RMSPE p-values for later periods are inherently conservative as they are calculated inclusive of estimates from all preceding post-treatment periods. Moreover, while two-sided inference may be appropriate for many contexts, two-sided RMSPE p-values may be substantially
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25 A treatment is “absorbing” when any unit that receives the treatment remains treated (Sun and Abraham, 2021).

26 See, for example, Abadie and L’Hour (2021); Ben-Michael, Feller, and Rothstein (2022); Cavallo et al. (2013); Chernozhukov, Wüthrich, and Zhu (2021); Doudchenko and Imbens (2016); Dube and Zipperer (2015); Ferman and Pinto (2017); Firpo and Possebom (2018); Hahn and Shi (2017).

27 As Abadie (2021) notes, under the extreme assumption of truly random treatment this approach is simply randomization inference (Fisher, 1935).
underpowered (Abadie, 2021).

One alternative, which also relies on the sample distribution of placebo averages, adapts the placebo-average-variance approach expounded in Arkhangelsky et al. (2021). This approach assumes homoskedasticity across units and relies on a normal distribution of the estimand.

We present both two-sided RMSPE \( p \)-values and 95 percent confidence intervals adapted from the placebo-average-variance approach to include only a single post-treatment period of interest. We generally view the two-sided RMSPE \( p \)-values as conservative. We calculate 95 percent confidence intervals for our own-wage elasticity (OWE) estimates using the delta method and standard errors from the placebo-average-variance approach.

### 4.2.2 Stacked synthetic control estimator

As the stacked synthetic control setup nests the classic case with a single treated unit, we expound here only the former. Formally, we observe a total of \( I + J \) units. Units \( i = 1,...,I \) are treated in calendar time \( t = T_{0i} + 1 \leq T \) (which can vary over \( i \)), and units \( j = I + 1,...,I + J \) are the subset of untreated units which comprise our donor pool (let \( T_{0j} = T \)). Let them collectively be indexed by \( z = 1,...,I,I + 1,...,I + J \). For every \( \{z,t\} \) we observe an outcome, \( Y_{zt} \), for which we normalize to 100 in \( t = T_{0i} \) for each \( i \) and its donor pool units. For each \( z \) we observe \( k \) specified predictors of that outcome in the pre-treatment period, which can include linear combinations of the outcome variable and important covariates. The \( k \times 1 \) vector \( X_z = (X_{1,z},...,X_{k,z})' \) contains the values of these predictors for \( z \), and the \( k \times J \) matrix \( X_0 = [X_{I+1},...,X_{I+J}] \) contains the values of the predictors for the donor pool.

Define \( Y^N_{zt} \) as the potential outcome if \( z \) does not receive an intervention, and for \( t > T_{0z} \) define \( Y^{Int}_{zt} \) as the potential outcome if \( z \) receives an \( \{Int\} \)ervention. For any \( \{z,t\} \), the marginal treatment effect is:

\[
\tau_{zt} = Y^{Int}_{zt} - Y^N_{zt}
\]

Since we observe \( Y^{Int}_{it} = Y_{it} \) for each treated unit \( i = z \leq I \) in \( t > T_{0i} \), we only need to estimate \( Y^N_{it} \) to estimate \( \tau_{it} \). The synthetic control estimator for \( Y^N_{it} \) is:

---

28 See also Conley and Taber (2011).
29 In cases with many \( (M) \) treated units each placebo average will also be random draws of \( M \) donor pool units, thus the distribution is approximately normal by a central limit theorem. We thank Guido Imbens for a helpful observation on this point.
30 We normalize separately for each treated unit, since donor pool units are often common for at least some or all \( i \). This normalization effectively removes unit fixed effects from the data, similar to the demeaning approach proposed by Doudchenko and Imbens (2016); Ferman and Pinto (2021), while also allowing estimation of effects in percentage changes.
\[
\hat{Y}_N^t = \sum_{j=I+1}^{I+J} w_j^t Y_{jt} \quad \forall \ t
\]  

(2)

We follow Abadie, Diamond, and Hainmueller (2010) and impose a set of restrictions on the weights that help justify considering the estimated synthetic controls as valid counterfactual estimates. Specifically, given a set of weights \(v_i^1, \ldots, v_i^k\) that determine the relative importance of the \(k\) predictors, the synthetic control \(\hat{W}_i^j = (\hat{w}_{I+1}^j \ldots \hat{w}_{I+J}^j)'\) is selected that minimizes the distance between \(i\) and its donor pool units:

\[
\left( \sum_{h=1}^{k} v_{ih} (X_{h,i} - w_{I+1}^j X_{h,I+1} - \ldots - w_{I+J}^j X_{h,I+J}) \right)^{1/2}
\]

subject to \(\sum_{j=I+1}^{I+J} w_j^j = 1 \quad \forall \ j \in \{I+1, \ldots, I+J\}\), where the second constraint prevents extrapolation bias, and where both constraints together permit interpretation of the synthetic control as a weighted average of the outcome values of the donor pool units (Abadie, 2021). For each \(i\), \(\hat{\tau}_{it} = Y_{it} - \hat{Y}_N^t \forall \{i, t\}\) follows from estimating of (2). Place the \(\hat{\tau}_{it}\) in event time, \(e \leq E\), such that \(e(T_0 + 1) = 0 \forall i\). The estimated average treatment effect on the treated in \(e\), \(\hat{ATT}_e\), is:

\[
\hat{\tau}_e = \sum_{i=1}^{I} y_i \hat{\tau}_{ie} = \sum_{i=1}^{I} y_i (Y_{ie} - \hat{Y}_N^i)
\]

with some weights \(y_i\) on the treated units such that \(y_i \geq 0 \forall i\) and \(\sum_{i=1}^{I} y_i = 1\).  

4.2.3 Correcting for differences in local pandemic responses

The synthetic control method yields relatively unbiased treatment effect estimates under a linear factor model, given a sufficient number of pre-treatment periods and a donor pool that is selected to contain only viable control units, and provided that (A) we obtain a good pre-treatment fit between each treated unit and its synthetic control for all predictor variables; and (B) there are no confounding shocks in the treated period that affect the treated units and donor pool units differently.

Satisfying Condition (A) requires a treated unit and its synthetic control to have (i) a good pre-treatment fit for the outcome variable, and (ii) a good match on the predictor variables. It is also important to have (iii) a good match on the predictors between the treated unit and each of its donor units (Abadie, 2021). Abadie and L’Hour (2021) and Ben-Michael, Feller, and Rothstein\footnote{We use the regression-based method (Kaul et al., 2022) to select the \(v_h^j\) weights.} also propose a synthetic control bias-correction that attenuates bias from pairwise matching discrepancies in the values of the predictor variables between each treated unit and its synthetic control donors. We present these bias-corrected estimates as a robustness check.

\footnote{Abadie and L’Hour (2021) and Abadie (2021) also propose a synthetic control bias-correction that attenuates bias from pairwise matching discrepancies in the values of the predictor variables between each treated unit and its synthetic control donors. We present these bias-corrected estimates as a robustness check.}
(2021) propose a procedure to correct for possible bias in synthetic control estimates resulting from violations of (ii) and (iii), related to the outcome-residualization proposal of Doudchenko and Imbens (2016).""""33

Condition (B) may also need to be addressed—especially in our setting, since the pandemic began in 2020q1. Recent research has highlighted the differential local intensity and effects of changes in consumer and worker behavior in response to the pandemic as well as the associated shift to working from home (Alexander and Karger, 2021; Goolsbee and Syverson, 2021). These behavioral changes exhibit spatial heterogeneity that correlates geographically with higher minimum wages. In particular, pandemic restrictions in urban counties in California and New York were longer and more restrictive than elsewhere (Chetty et al., 2020).

We adopt the synthetic control bias-correction procedure to address (A), and then extend it to address (B) by treating each county’s pandemic response as a predictor variable for which we failed to obtain a good fit. This approach does not use the pandemic response as a predictor in the synthetic control estimation; rather it removes its conditional effect on the outcome values.

We correct pandemic-related effects after estimating the synthetic control weights, by removing the pure effect of the initial local pandemic response on the outcome values. We do so by first estimating the average effect of the pandemic response on each period using only the donor pool units (none of which experienced a minimum wage increase). We then residualize the outcome values in that period for all (treated and donor pool) units using that estimated average pandemic-response effect and the intensity of the local pandemic response, which was systematically greater in our treated counties. Provided the minimum wage changes experienced by the treated group had no causal effect on the intensity of the initial local pandemic response, the resulting “pandemic-corrected” estimate is unconfounded by differences in local pandemic policies or behavioral responses, while still capturing the full impact of the minimum wage increases.

Formally, consider a “standard” bias-correction procedure. First, for each treated unit \( i \) we obtain \( \hat{\mathbf{W}}^i \) from synthetic control estimation on the uncorrected (normalized) outcome values, \( Y_{it} \). Second, for each \( i \) we estimate \( \hat{\mu}_{it}^i(x) \), which is a predictor of \( Y_{it} \) given \( X_i = x \), by regressing each \( Y_i \) on the complete set of predictor variables, using only the donor pool units for \( i \). This procedure allows us to calculate the residualized outcome values, \( \tilde{Y}_{it} = Y_{it} - \hat{\mu}_{it}^i(X_i) \). Third, we apply the estimated \( \hat{\mathbf{W}}^i \) to the \( \tilde{Y}_{it} = Y_{it} - \hat{\mu}_{it}^i(X_i) \) to calculate \( \tilde{\mathbf{Y}}^N = \sum_{i=1}^{N} \hat{w}_{i}^j \tilde{Y}_{it} \), which admits the bias-corrected synthetic control estimated gaps for each \( \{i,t\} \), \( \tilde{\tau}_{BC}^i = \sum_{i=1}^{N} \gamma(\tilde{Y}_{it} - \tilde{\mathbf{Y}}^N) \). We can then place these gaps in event time and use them to calculate the analog of Equation (4), corrected for bias arising from differences in predictor values.

To obtain estimates that also correct for the confounding effects of local pandemic-response intensity, we extend the bias-correction procedure: First, as before, for each \( i \) we obtain \( \hat{\mathbf{W}}^i \) from synthetic control estimation on the uncorrected (normalized) outcome values, \( Y_{it} \), using the origi-
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33 Abadie (2021) contains an excellent discussion of this bias-correction procedure.
nal set of predictors. Second, we add our pandemic-intensity index $c_z$ for each county to the set of predictor variables, yielding $\tilde{X}_t = (X_{1z},...,X_{kz},c_z)'$, then regress each $Y_t$ on the complete set of predictors plus the pandemic-exposure index, using only the donor pool units. This allows us to calculate the residualized outcome values, $\tilde{Y}_{jt} = Y_{jt} - \hat{\mu}_{0t}(\tilde{X}_t)$. Third, we apply $\hat{W}_i$ to the $\tilde{Y}_{jt}$ to calculate $\tilde{\tilde{Y}}_{jt} = \sum_{j=t+1}^{T_I+J} \hat{w}_j \tilde{Y}_{jt}$, yielding (in event time) the analog of Equation (4) corrected for bias arising from differences in predictor values and initial local pandemic policies and behavioral responses:

$$\tilde{\tau}_{BC} = \sum_{i=1}^{I} \gamma_i \tilde{\tau}_{BCi} = \sum_{i=1}^{I} \gamma_i (\tilde{Y}_{ie} - \tilde{\tilde{Y}}_{ie})$$  

(5)

The resultant $\tilde{\tau}_{BC}$ can be interpreted as the causal effect of the minimum wage under the same assumptions as those on the standard synthetic control bias-corrected estimator and the additional requirement that minimum wage changes did not have a causal effect on the pandemic exposure index. More specifically, we need: (1) a suitable comparison group and (2) no reverse causality.

A suitable comparison group is obviously key to any research design. Here we particularly want to ensure that the pandemic-exposure index is not incidentally controlling for differences between our treatment and control that have not already been accounted for by our predictor variables. A classic example would be “anticipation effects” (a confound which seems unlikely for the pandemic). More generally, we should expect that $E[\tilde{Y}_{jt}] = E[\tilde{Y}_{jt}]$ for all $t < 2020q1$. Fortunately, this relationship is approximately true, as can be seen in Figure B.2, which shows the difference in outcome values before and after the pandemic correction.

The second issue—attenuation bias from reverse causality—is mechanically shut down by our estimation procedure because we estimate the coefficients in the bias-correction regression using only data from donor pool counties, which all have identical and unchanging minimum wages. This approach still allows high minimum wages to worsen the effects of pandemic shocks. If, for instance, areas with higher minimum wages were unable to respond as flexibly to the pandemic and employment fell as a result, we would still expect to see that evidence in the estimated gaps. Our approach effectively prevents unintentionally controlling for part of the true effect of the minimum wage when we are trying to control only for pandemic-related effects.

Except where noted, we conduct our estimates in event time and focus on the effect in event quarter 30, when most of our treated counties reached a $15 minimum wage. The predictor variables for all specifications include the outcome value and total employment (both normalized to the final pre-treatment quarter) in each quarter from 2009q4–2011q4, the averages of those same during that period, and the average unemployment rate during 2009–2011. This common specification for all our synthetic control analyses makes our estimates comparable across analyses and guards against specification searching. Note that our outcome values are levels expressed as a percentage of the local value in the final pre-treatment quarter for each treated unit, making our estimated

---

34Some counties reached $15 earlier. Our results are robust to excluding these counties.
effects the percent change in the outcome value relative to the final pre-treatment quarter (net of the change seen in the synthetic control). We estimate all treatment effects and \(p\)-values using the `allsynth` package for Stata (Wiltshire, 2022a) and a companion package released with this paper that facilitates the pandemic-correction procedure: `stackscpvals`.

### 4.3 Estimating effects throughout the wage distribution

We conduct an analysis of the distributional effects of large minimum wage increases, similar to the relative wage bin-by-bin analyses in Cengiz et al. (2019), Harasztosi and Lindner (2019) and Wursten and Reich (2023). In our context, where minimum wages were increased every year in both treated states, we want to avoid the post-treatment period for one increase becoming the pre-treatment period for the next. We therefore do not use the DiD stacked event study estimator approach of these earlier studies. Instead we develop a bin-by-bin analysis using stacked synthetic controls matched by wage bin in the period before the first minimum wage increase in California.\(^{35}\)

While Section P1 of the Print Appendix presents our detailed methods for estimating the effects, the basic process is straightforward. First, we use SCM to estimate effects on employment shares in nominal wage bins, matching on the first half of the pre-period, as in our main estimates. Second, we difference these estimates from their values four quarters previous. Third, we stack the estimates based on the average share of workers in each nominal wage bin that falls in the same relative position to a minimum wage increase.\(^{36}\)

### 4.4 Regression-based methods

We complement our main synthetic control analysis with analogous DiD and SDiD regressions. For our DiD analysis, we use a standard design with county and quarter-fixed effects and all donor pool counties as our controls. The coefficients of interest are the interaction between quarter dummies and a binary treatment indicator.

We also estimate these outcomes using the synthetic difference-in-differences (SDiD) estimator (Arkhangelsky et al., 2021), implemented using the `sdid` Stata package (Clarke et al., 2023). Arkhangelsky et al. (2021) report that SDiD is competitive with or dominates classic synthetic control methods, especially with a single treated unit. However, SDiD retains little apparent advantage over synthetic control methods once the data are centered on their pre-treatment mean as in Doudchenko and Imbens (2016) and Ferman and Pinto (2021)—a procedure equivalent to removing unit fixed effects. Our data normalization procedure similarly removes differences between treated and control units in the final pre-treatment period.

\(^{35}\)We can conduct this analysis only for all workers in California because we use hourly wage data from the CPS and we cannot identify fast food workers as a separate group.

\(^{36}\)For example, the $0-$0.99 relative wage bin includes, among other estimates, the $10.00-$10.99 wage bin from 2016q1-2016q4 because the minimum wage in 2016 was $10. It also includes $11.00-$11.99 wage bin from 2017q1-2017q4, since the minimum wage in 2017 was $11.
Section P.2 of the Print Appendix contains further details on these regression-based methods.

5 Results

We first present results for fast food workers using our pandemic-corrected stacked SCM estimator for the entire treated sample. We then examine effects on fast food in counties where the minimum wage increases were less likely to reflect local conditions, and in lower-earnings counties where the bite was greater. We supplement this discussion with our estimated effects on teens. We then examine minimum wage employment effects throughout the wage distribution. To do so, we develop an hourly wage bin-by-bin analysis using our stacked synthetic control strategy with state-level California CPS data. We also use these data to consider effects on the 10th percentile and 50th percentile of hourly wages, both as a sanity check on our results and to examine minimum wage effects on wage inequality. Finally, we consider the effects of successive macro conditions that interacted with different policy environments in the treated and untreated counties to produce heterogeneous confounding shocks.

5.1 Effects on pay and employment in all treated counties

Panel A of Figure 4 plots the effects of minimum wage increases on fast food weekly earnings (left panel) and employment (right panel). Each blue circle indicates the estimated gap in a treated county in any given quarter, with the relative 2010 county population indicated by the size of the circle. The solid blue line represents the dynamic population-weighted average estimated effect across all 47 treated counties. Event quarter 0 indicates the first quarter of treatment—2014q1 for New York counties, and 2014q3 for California counties. Event quarter 30 is the first quarter in which all of the treated counties had at least a $15 minimum wage that was binding for fast food workers—2021q3 for New York, and 2022q1 for California.

In Panel B of Figure 4, the solid blue line again displays the average effect, while the dark gray lines show the sample distribution of 100 randomly sampled placebo average estimated effects. The light grey bands around the blue line indicate the 95 percent confidence intervals in each period, based on the variance of the sample distribution of placebo averages.

The wage and employment outcomes in Panel A of Figure 4 each display very good pre-treatment fits in the vast majority of treated counties and an excellent pre-treatment fit on average. This result is not mechanical, since we select our synthetic controls using matching variables only in the first half of the pre-treatment period. Panel B indicates that the minimum wage increases caused substantial and significantly higher earnings for fast food workers, without any evidence of negative effects on fast food employment.

Panel A of Table 2 quantifies these estimated effects in event quarter 30. Average earnings increased 16.7 percent; the placebo-variance-based 95 percent confidence intervals rule out an earnings elasticity with respect to the minimum wage below 0.13. The earnings elasticity of 0.18 is
comparable to the 0.15 earnings elasticity for fast food workers in Wursten and Reich (2023) and to those in other minimum wage restaurant studies. The RMSPE-based p-value of 0.03 indicates the earnings estimate is highly significant.

Panel A of Table 2 also shows that the minimum wage policies increased employment 9.1 percent in the treated counties. The placebo-variance-based 95 percent confidence intervals rule out an employment elasticity with respect to the minimum wage below 0.05. The own-wage elasticity of 0.55 (s.e. = 0.15) is somewhat more positive than the 0.41 OWE for all workers in Cengiz et al. (2019), while our [0.05, 0.14] 95 percent confidence interval on employment is much narrower than their [-0.5, +1.13] confidence interval. The RMSPE-based p-value of 0.13 suggests our positive estimated employment effect is only borderline significant, suggesting caution in drawing a confident causal inference of a positive employment effect.

However, as we demonstrate next, these results are likely biased downward by selection and attenuation effects that partly mask large and significant positive minimum wage effects on employment.

5.2 Detecting evidence of monopsony power

A persistent issue in the minimum wage literature concerns whether minimum wage policies are endogenous to employment outcomes: Would estimated employment effects be more negative if the minimum wage were applied to a broader population? Dube and Lindner (2021) point out that cities that enact higher minimum wages tend to already have higher wages, suggesting that minimum wages in these places have less bite, potentially attenuating estimates of a negative employment elasticity. The same pattern applies at the state level: states with higher minimum wages also tend to have higher average wages. The flip side of this concern—not considered in the literature—is that if employers possess market power that suppresses wages and employment, selection and attenuation biases could mask positive employment effects of minimum wages.

Our setting includes localities with minimum wage policies that represent responses to local labor market conditions, as well as localities that had their increases imposed on them by state governments. Our sample also includes both high-wage and low-wage counties. We can therefore test both the effects of selection into local minimum wage laws and potential attenuation bias due to smaller bites.

To test for selection effects, we re-estimate our results excluding counties that had a binding local minimum wage in at least one locality (we present local minimum wage schedules in Table 1 and Online Appendix Table A.1). We display these results in Figure 5 and in Panel B of Table 2. The statistically significant 17.1 percent earnings increase in Panel B is nearly identical to our earnings estimate in Panel A. The earnings elasticities are virtually identical in both tables, as are the 95 percent confidence intervals and the p-values. This result is not surprising, as local minimum wage changes in the excluded counties pushed up wage effects in Panel A.

---

37The positive own-wage elasticity in Row A of Table 2 also holds for our OWE estimates by state and county-size, as we discuss in Section 6.1 below.
In contrast, the positive employment effect (14 percent) in Panel B is 56 percent larger than in Panel A, while the employment elasticity is 50 percent higher. The narrow 95 percent placebo-based confidence interval of [0.10, 0.20] rules out an employment elasticity with respect to the minimum wage below 0.1. The RMSPE p-value of 0.06 allows us to confidently reject the null of no employment effect. The own-wage elasticity is also more positive (0.82) than in most previous minimum wage studies. The employment results suggest that local minimum wage laws have been enacted selectively in places where employers have less wage-setting power. Ignoring this effect can lead to underestimates of the employment benefits of minimum wage policies.

To test for the existence of attenuation, we re-estimate our results using a treated sample that excludes the four counties with average earnings above the 90th percentile (San Francisco, Santa Clara, New York (Manhattan), and San Mateo. See Figure 1) and their surrounding counties. This approach accommodates potential spillovers from the high-income counties that boost wages and mitigate the bite of minimum wages in the surrounding counties. The restriction excludes 14 (30 percent) of our 47 treated counties—the five New York City counties and the nine constituent counties of the San Francisco Bay Area.

We present these results in Panel C of Table 2 and Figure A.2 of the Online Appendix. The statistically significant 17.8 percent increase in earnings is slightly higher than in Panel A. However, the 12.9 percent estimated employment effect is notably higher than the 9.1 percent effect for the full treated sample, yielding an own-wage elasticity of 0.72, compared to 0.55 for the full sample in Panel A. The RMSPE p-value of 0.07 allows us to confidently reject the null hypothesis of no employment effect. Indeed, the placebo-variance-based 95 percent confidence intervals rule out an employment elasticity with respect to the minimum wage below 0.09.

We can compare our estimated employment elasticities of 0.14 and 0.13 (in rows B and C of Table 2) to the predicted effects implied by labor supply elasticities that we derive from separation elasticities in other minimum wage studies. These separation elasticities imply a labor supply elasticity of $\varepsilon_{LS} = 0.46$. The first-order profit maximization condition for a monopsonist implies that the ratio of the wage to the $VMP_L$ is $\frac{1}{1+\varepsilon_{LS}}$. In a monopsonistic setting, then, $\varepsilon_{LS} = 0.46$ implies a markdown of 32 percent below the perfectly competitive wage. Our estimated treatment effect of about 18 percent therefore suggests that $15 is well below the competitive wage.

A minimum wage increase up to the competitive wage would move the industry up its labor supply schedule to the point where the markdown equals zero. If $\varepsilon_{LS} = 0.46$, and if $\frac{dw}{w} = 0.32$, then the predicted percent change in employment is $dL \over L = 0.32 \times 0.46 = 0.15$. This predicted employment
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38 In Manning (2011), the labor supply elasticity to a firm or industry equals twice the separation elasticity. Using minimum wage events between 2000 and 2011 and a border county pair estimator, Dube, Lester, and Reich (2016) estimate separation elasticities of 0.23 for both restaurant workers and teens. Using minimum wage events from 1990 to 2019 and a stacked event study estimator, Wursten and Reich (2023) also estimate separation elasticities of 0.23 for restaurant workers and teens, and as well for fast food workers. These separation elasticity estimates therefore imply a labor supply elasticity of 0.46. Using very different methods and data, Azar, Berry, and Marinescu (2022) estimate a nearly identical elasticity for low-wage urban jobs.
elasticity is very close to our employment elasticity estimates in Rows B and C of Table 2.

The estimates in Rows B and C of Table 2 do not directly confront the overlap noted in Dube and Lindner (2021) between counties that chose to increase their local minimum wages and those that have high average wages. To address this issue, Table 3 displays our estimated earnings (Panels A and B) and employment (Panels C and D) effects by quartile and by the presence of local minimum wage policies. The first quartile denotes the counties with the lowest average earnings and the fourth quartile denotes those with the highest earnings.\(^\text{39}\)

Unsurprisingly, the minimum wage effects on weekly earnings are considerably higher in the lowest wage quartile: 23.5 percent in Panel A of Table 3 versus 16.7 percent in Panel A of Table 2 for the full sample of treated counties, and 22.7 percent in Panel B of Table 3 versus 17.1 percent in Panel B of Table 2 for the sample of counties with no local minimum wages.

Consistent with a monopsony model, the point estimates for employment effects are positive and largest in the lowest wage counties: 16.8 percent in the lowest quartile in Panel C of Table 3, versus 8 percent in the highest quartile of the full sample in Panel C of Table 3; and 17.6 percent in the lowest quartile versus 11.9 percent in the highest quartile in Panel D of Table 3.\(^\text{40}\) The employment effects by quartile are also uniformly larger in counties without a local minimum wage, suggesting the same selection effects as in the sub-sample estimates in Table 2.

The patterns in Panel C of Table 3 also suggest some attenuation bias. The lower bounds of the 95 percent confidence intervals on the employment elasticities in the two lowest earnings quartiles are comfortably positive: +0.09 and +0.05, respectively. The confidence intervals for employment effects in the two highest earnings quartiles in Table 3 are not: -0.05 and +0.01, respectively.

The results in Tables 2 and 3 rule out an interpretation that minimum wages have more deleterious employment effects in lower-wage counties. Instead, the positive employment effects in Table 2, particularly those in Panel B, strongly support a monopsony power interpretation. While we find large, positive employment estimates in lower-wage quartiles reported in Table 3, the small sample sizes for each quartile limit the statistical power and thus the confidence we can place on the estimates. This can be seen in the conservative RMSPE \(p\)-values. Moreover, the overlapping confidence intervals across the quartiles in the table do not entirely rule out similar employment effects in each quartile. As the estimates in Table 2 are based on a well-motivated research design and larger samples, while the quartiles in Table 3 reflect arbitrary divisions that result in smaller samples, we place greater weight on the employment results in Table 2.

\(^{39}\) Average county earnings vary considerably among the quartiles. For example, the lowest quartile includes Fresno County, CA, with average weekly earnings of $668, while San Francisco, with an average weekly earnings of $1,665, lies in the highest quartile. These wage differences are much greater than differences in living costs: the BEA’s 2014 regional price parity index (which is normalized at 100.0 for the entire U.S.) stood at 97.1 for the Fresno metro and 112.6 for the San Francisco metro.

\(^{40}\) Using exposure probabilities, Cengiz et al. 2019 test for heterogeneity among three unequal bins— the top decile, the bottom half and the rest. They find larger earnings effects in the bottom bin but do not detect differences in employment effects.
As an additional exercise, we examine minimum wage effects for the sample of counties with local minimum wages. In these counties, state minimum wage changes have low bites and employers likely have less wage-setting power. This exercise involves some nuance: Two of these counties (San Francisco and Santa Clara) experienced minimum wage increases in our defined “pre-treatment” period (which changes the definition of event quarter 30), and these counties collectively lack a common post-treatment event (such as reaching $15) in a particular event quarter. We nonetheless make the same assumptions for this sample as we did for our sample without local minimum wages. We obtain almost identical estimated effects on earnings and a noisy zero effect on employment in “event quarter 30” (results available upon request). These results support our finding of no disemployment effects even in counties with lower bites and less employer power.

One might be concerned that our pandemic correction procedure has arbitrarily increased our employment estimates, particularly as the positive employment effects in Figures 4 and 5 begin at the same time as the pandemic. This effect seems unlikely, as the parameterized impact of our pandemic index is estimated using only data from our donor counties. Moreover, the right panels of Online Appendix Figure B.2 show that the impact of our pandemic-related employment correction steadily decreased after the onset of the pandemic, while the employment effects in Figures 4 and 5 steadily increased after the onset of the pandemic.41

We also find positive employment effects among teens that begin well before the pandemic and continue throughout the treatment period. To economize on space, we detail our methods and most results for teens in Online Appendix C. Here we simply note that our synthetic control results, displayed in Figure 6, and our DiD, SDiD and SC estimates—presented in Online Appendix Table C.2—all find positive employment effects, and the synthetic control OWE of .48 for teens is similar to our OWE of 0.55 for fast food workers.

In summary, our results suggest that selection and attenuation bias were not masking negative employment consequences of minimum wages. Indeed, selection and attenuation may have had the opposite effect—masking evidence of positive employment effects in lower-wage counties. Our county-level variation thus uncovers evidence for employer power that previous studies have not detected.

5.3 Distributional effects on all workers

We present here the results of our distributional analysis of the effects of the minimum wage increases on all workers. We restrict this analysis to California, as New York State’s $15 minimum wage policy applied only to fast food workers and New York employers receive a credit for tipped workers in full service restaurants. Employers can thus pay these workers a sub-minimum wage.

41The pandemic correction by itself initially lifted employment about 10 percent, diminishing thereafter to about 5 percent by q30. This declining effect makes sense and is reassuring. In the same quarters in Figure A2, employment initially increased 5 percent, rising to 10 percent by q30. The magnitude of the pandemic correction thus does not account for the higher employment in q30 in our non-local sample.
We conduct this analysis by constructing a figure similar to those in the bin-by-bin analyses of Cengiz et al. (2019) and Harasztosi and Lindner (2019). To do so, we first aggregate CPS microdata to hourly-wage bins by state and quarter. We then aggregate differences among synthetic control estimated effects on each wage bin following each minimum wage increase (as described in the Print Appendix) to summarize the effects of all our minimum wage changes on the share of jobs in $1 wage bins throughout the wage distribution. These estimates are not corrected for pandemic confounds because they are conducted using state level CPS data, while our correction procedure relies on local variation in pandemic responses (see Section P.1 of the Print Appendix for details).

This bin-by-bin approach reveals, in the year following each minimum wage increase, the average decline in jobs just below the new minimum wage and the average increase in jobs just above the new minimum wages, as well as whether our synthetic control methods find effects on higher-wage jobs. Effects on high-wage jobs, where they are not expected, would indicate the presence of confounding shocks, implying that we have poorly identified the causal effects of the minimum wage policies.

The left panel of Figure 7 presents results through 2019q4 and the right panel through 2022q2. The horizontal axis presents $1 wage bins, from $4 below the new minimum wage (-4) to $17 or more above the new minimum wage (17+). The bars in each wage bin indicate changes in the share of all jobs in that wage bin. The handles indicate 95 percent confidence intervals. The large negative bars just below the new minimum wage indicate the large share of jobs that were bunched below the new minimum wage and the decline in the share of such jobs after the implementation of the new minimum wage. The large positive bars just above the new minimum indicate that the policy was effective in increasing hourly wages in accordance with the new standard. The positive bar just above the new minimum wage is of the same magnitude as the negative bar just below the new minimum wage. These similar magnitudes indicate that the number of new jobs is roughly equal to the decline in the number of old jobs.

The bars are much smaller at higher wage levels. The small bars (and their confidence intervals) in the higher bins together indicate that we do not find minimum wage employment effects at wage levels where we expect not to find any. This finding provides important confirmation that our methods identify only minimum wage effects and not other economic shocks.

### 5.4 Effects on wage inequality

We also examine the effects of the California and New York minimum wage increases on wage inequality, specifically at the 10th and 50th percentiles of their hourly wage distributions. To do so, we again use CPS data on all workers and the synthetic control method. Figure 8 displays the

---

42 The shares are not constrained to sum to zero because they are estimated separately (from individual synthetic control estimates for each wage bin following each minimum wage increase), because synthetic California can differ for each wage bin-specific estimate, and because they are average effects (over contributing quarters, weighted by the percent size of the minimum wage change).
results separately for California and New York because of different minimum wage timing in each state. The upper panel shows that, during the pre-policy period, wages at the 10th percentile rose at the same rate in the two treated states as in their donor pools. As each state’s minimum wage increased, the 10th percentile wage then rose significantly faster in both states relative to placebo treatments in the donor pool states. The increase of the 10th percentile wage was somewhat greater in New York, consistent with its somewhat faster pace of minimum wage increases.

The bottom panel of Figure 8 displays analogous results for the effects on the 50th percentile in each state, relative to their respective donor pools. These results show that median wages grew in each of the treated states at the same rates as in their donor pools, in both the pre-treatment and policy periods. The minimum wage increases thus increased the 10th percentile wage but not the median wage.

The actual 10th percentile hourly wage in each state was about $8.50 in 2013 and $14 in 2021—a roughly 65 percent increase. We estimate that about 30 percent of P10 hourly wage growth in California results from the minimum wage increases; the analogous figure for New York is about 40 percent. A back-of-the-envelope calculation therefore suggests that minimum wages were responsible for about half of the increase in the 10th percentile minimum wage in California and about 60 percent in New York. In the absence of the minimum wage, P50 growth in each state would have outstripped P10 growth. P50/P10 inequality would therefore not have fallen in the absence of minimum wage increases.

The median wage results also provide a falsification test, as we do not expect minimum wages to have effects on median wages. This result suggests that our wage results are not confounded by uncontrolled factors. In summary, our synthetic control results do not indicate confounds; they do show that minimum wage policies reduced wage inequality in both states.

5.5 Heterogeneity in three distinct periods

During our policy period, changing macroeconomic conditions generated a series of positive and negative shocks in both treated and donor counties. In the decade preceding the pandemic, the recovery from the Great Recession lowered unemployment rates across the U.S. At the beginning of the pandemic, labor demand and supply both contracted sharply in every part of the U.S., with local variations that depended in part on the local incidence of the pandemic’s first wave.

In the economic recovery period that followed, changes in local labor market conditions varied with the local incidence of the pandemic’s subsequent waves, with local variation in the introduction and then relaxation of local pandemic restrictions and with local variation in federal recovery spending.

---

43Estimates in California are uniform across 2021 quarters, with RMPSE p-values of about 0.048. The New York estimates, which vary by quarter between 29 percent and 49 percent, lie well above the placebos; they also have a p-value of about 0.048.

44Observed median wages grew from about $18 in California and $19 in New York in 2013 to $25 in each state in 2021. The P50/P10 ratio in California thus fell from 2.08 to 1.79, and in New York from 2.26 to 1.79.
behavioral responses to the pandemic, and shifts to working from home. Unprecedentedly large federal stimulus programs, including the 2020 CARES Act and the 2021 American Relief Plan, distributed pandemic relief funds using formulas that particularly reached low-wage households in low-wage states.45 As a result, the stimulus programs generated a rapid national economic recovery that exceptionally raised pay in low-wage jobs, particularly so in our donor counties.

Restrictions on entry to the U.S. that affected international immigration broadly and especially affected tourist gateways, such as New York City and San Francisco, also produced considerable variation in local labor market recoveries. And, of course, minimum wages continued to increase in treated counties both before and after the onset of the pandemic.

These patterns are evident even in raw earnings data. As previously discussed, Figure 3 shows raw earnings data—by state, normalized to the final pre-treatment quarter—for our various treated and control counties. Prior to the onset of the pandemic, fast food worker earnings in California and New York grew together with the steady increase of minimum wages, relative to those in the donor pool. After the period of initial pandemic response, this pattern reversed and fast food wages grew relatively faster in the donor pool areas.46

Our pandemic-corrected stacked synthetic control approach yields minimum wage treatment effect estimates that control for the confounding effects of the initial local restrictions and behavioral response. They also exhibit differential recoveries among low-wage labor markets, depending on the minimum wage policy environment.

In particular, and conditional on the initial local pandemic response, our results (in Figures 4 and 5) show that, after the onset of the pandemic, fast food earnings in untreated counties rose more sharply than in treated counties (in which minimum wages continued to grow). Meanwhile, fast food employment did not decline as much in treated counties as in untreated counties; it then grew faster in treated counties as minimum wages approached and reached $15.47

In conjunction with the raw earnings patterns evident in Figure 3, these results suggest that labor supply to the fast food sector was better-sustained and recovered more quickly in treated counties.

---

45 These funds included lump-sum stimulus checks of $1,200 per adult and $600 per child in April 2020 and subsequent payments of $600 and $1,400 (https://www.usa.gov/covid-stimulus-checks); uniform enhancements of $600 weekly to unemployment benefits, implying median wage replacement rates of 145 percent nationally, and higher still in food service industries and in donor states (Ganong and Vavra, 2000); and relief funds of $150 billion issued to cities and counties on a per capita basis (https://www.nlc.org/covid-19-pandemic-response/american-rescue-plan-act/arpa-local-relief-frequently-asked-questions/ARPA-info). In normal times, UI replacement rates rarely exceed 50 percent and are generally lower in our donor states.

46 Figure 9 of Autor, Dube, and McGrew (2023) shows that 10th percentile wages grew faster in 2015 through 2019 in states with their own minimum wages than in the $7.25 states. Since the middle of 2020, 10th percentile wages have grown at about the same rate in both sets of states.

47 These estimated effects are corrected for bias resulting from local pandemic-response shocks and pairwise matching discrepancies, allowing us to isolate the effect of the minimum wage increases on our outcomes apart from those confounds. We present uncorrected results in Figures B.3 and 4. These figures show the same pattern, though they are confounded by strong pandemic responses in treated counties.
where the financial reward for working a fast food job was higher. At the same time, fast food employers in untreated counties rapidly increased wages in response to the labor shortage they faced.

6 Robustness Tests

We present in this section multiple robustness tests of our results. We begin by considering the sensitivity of our results to our preferred estimating strategy. To do so, we present uncorrected estimates using the DiD, SDiD and stacked synthetic control estimators by treated state. This comparison serves to contrast the uncorrected estimates with our preferred corrected ones.\footnote{In results not shown here, our estimated effects are also broadly robust to using different pre-treatment years to calculate donor weights, to alternative covariate specifications—such as including GDP and house price growth, and to a state-level analysis using state-level QCEW data (although the latter is less-precisely estimated). The results of these supplementary robustness tests are available upon request.} We then present the results of our analysis when broadened to include all restaurant workers—though as New York state’s $15 minimum wage policy was limited to fast food workers only, we restrict this analysis to all restaurant workers in California. Finally, we discuss contemporary policy changes in California; we conclude that they do not confound our results.

6.1 Regression-based estimates for fast food workers (DiD and SDiD)

We repeat here our primary analysis, estimating average treatment effects on fast food workers in event quarter 30 using DiD (Callaway and Sant’Anna, 2021) and Synthetic DiD (Arkhangelsky et al., 2021) (SDiD) estimators. These estimators do not permit a straightforward aggregate estimation across our three county groups because the control units differ for the large treated counties and the mid-size treated counties. We therefore instead estimate results separately for each of three county groups: 25 large California counties, 11 large New York counties and 11 mid-size New York counties.

We present these estimates—uncorrected for the pandemic response shocks—in Table 4, together with our uncorrected stacked synthetic control (SCM) estimates, our stacked SCM estimates corrected for bias from pairwise matching discrepancies, and our pandemic-corrected stacked SCM estimates. As they are uncorrected, the SDiD and DiD results are directly comparable to the uncorrected stacked SCM estimate. Despite the variability of the sign on the employment estimates, the results for all outcomes are highly similar, regardless of the estimator, and the confidence intervals overlap across all methods. The DiD and SDiD confidence intervals overlap even with the pandemic-corrected SCM confidence intervals—although the employment point estimates for the latter are all positive.

Online Appendix Figure A.3 plots DiD results for each quarter for the three sets of counties. These results are not corrected for pandemic effects. Although the pre-trends are somewhat noisier than in our synthetic control figures, they do not move in a consistent direction prior to the minimum
wage increases. The earnings results, shown on the left-hand side of Figure A.3, indicate steadily growing effects, with narrow confidence bands in the pre-pandemic period and somewhat wider ones since.

The employment results, shown on the right-hand side of Figure A.3, indicate a slightly positive pre-pandemic employment effect in the California counties and an insignificant pre-pandemic effect in the New York Counties. Employment dips with the onset of the pandemic in all three sets of counties, but much more sharply in the New York counties than in California. During our third economic period—the economic recovery from the pandemic—employment recovers in all three sets of counties. The confidence bands are broader than in our synthetic control results.

However, when examining effects across jurisdictions with different policies and minimum wage bites, own-wage elasticities are more informative than wage and employment elasticities separately. Rows A to D of Table A.1 display positive OWEs for California and negative OWEs for the two groups of New York counties; however, the confidence intervals for these New York OWEs do not rule out positive employment effects. The most negative OWEs appear in Row A, followed by those in Row B, and then Rows C and D. Importantly, the OWEs in Row E, our preferred specification, are positive in all three county groups: 0.61, 0.38 and 0.63, respectively.\footnote{The different OWEs from SDiD, DiD, and three SC estimators also suggest the importance of correcting for pairwise discrepancy and pandemic-related biases.}

Overall then, the results in Table 4 and Figure A.3 support our finding of significant positive earnings effects and employment effects of high minimum wages.

### 6.2 California restaurant workers

We next examine whether our primary results hold when we consider the wider group of all restaurant workers in California’s counties.\footnote{In Online Appendix C we use CPS data to analyze effects on teen workers.} We return here to our average county-level stacked synthetic control approach using QCEW data to consider the effects on all restaurant (NAICS 722) workers in California.\footnote{We include 26 California counties for this analysis, as San Luis Obispo County has complete data for NAICS 722.} As with our primary results, we present the synthetic control weights for Los Angeles in Columns 3 and 4 of Online Appendix Table A.4, as an example. The weighting matrix for each outcome is sparse and they together have several donors in common, while the weighting matrix for each outcome also has several donors in common with its fast food analogue. The donor counties are largely located in Alabama, Georgia, North Carolina, Pennsylvania, and Texas.

Figure A.4 in the Online Appendix plots the results, showing an excellent pre-treatment fit for both outcomes. The treatment effects, presented in Panel D of Table 2, are similar to those for fast food workers, if slightly moderated: average earnings grew steadily from the time the minimum wage increases began until the beginning of the pandemic, and then flattened out to reach 10.4 percent higher in 2022q1 (with an RMSPE $p$-value of 0.02).
Employment, meanwhile, was flat throughout the post-treatment period; although Figure A.4 shows visible dips in employment of 3.8 percent in 2020q4 and 7.4 percent in 2021q1, followed by an increase of 6.3 percent in 2022q1, the RMSPE $p$-values of 0.3, 0.2, and 0.16 respectively suggest none of these results are statistically significant.\footnote{We also examined whether minimum wages led to labor-labor substitution in restaurants. American Community Survey data show that teens made up 22 percent of all restaurant workers in 2009, 18 percent in 2014 and 22 percent in 2019. Workers with a high school degree or less made up 57 percent of all restaurant workers in 2009, 55 percent in 2013 and 53 percent in 2019. These changes do not suggest that high minimum wages led employers to substitute adults for teens or workers with more education for workers with less.}

The pandemic-era estimates may still be biased downward by pandemic confounds, as our pandemic index (the correction procedure) works well for fast food restaurants but does not account for the greater exposure of full service restaurants to pandemic lockdowns: California reimposed a stay-at-home order between early December 2020 until late January 2021, and California full-service restaurants were either barred from opening or prevented from operating at full capacity until June 2021.

\subsection*{6.3 Other policies}

California, but not New York, adopted other policies during the treatment period that could confound our interpretation of minimum wage causal effects. Specifically, California adopted a generous Earned Income Tax Credit, expanded Medicaid and access to health care via the ACA and stepped up enforcement of minimum wage laws. Cal-EITC, which was first implemented in 2015, was claimed by over 4 million California taxpayers by 2020. However, the increases were too small to substantially increase the employment of single mothers. In 2020 California expanded ACA eligibility to non-citizens aged 19 to 26 and to households with incomes as high as 600 percent of the federal poverty level. The magnitudes of these changes and the research literature on the labor market effects of Medicaid and the ACA suggests that these California policies had at most a very small effect on the low-wage labor market.

California also enhanced minimum wage enforcement activities by increasing strategic inspections and penalties for noncompliance and by partnering with community organizations. While these changes successfully prevented compliance rates from falling, the U.S. Department of Labor similarly enhanced enforcement policies in our donor states during our treatment period.

We discuss each of these policies and their research literature in detail in Online Appendix D. Our broad conclusion for each of these policies: their adoptions do not affect our results.

\section*{7 Discussion and Conclusions}

Our analysis of $15 and higher minimum wage policies examines the effects of nominal minimum wage levels and percentage increases that are considerably higher than any studied in the modern
U.S. research literature. Our main sample consists of fast food workers in 47 counties—25 in California and 22 in New York. These counties are representative of the U.S as a whole: the distribution of average county wages in 42 of these counties lies uniformly between the 10th and 90th percentiles of all U.S. counties, with only 5 outliers above the 90th percentile. This pattern implies our results are generalizable to jurisdictions across the U.S.

Using a synthetic control method, we estimate separate minimum wage effects for each county in our main sample and then stack the county-level estimates in event time to construct a weighted average estimate. This strategy produces more precise estimates than does a traditional state-level synthetic control approach. It also offers advantages over regression-based estimators, allowing us to correct for pandemic-related confounds. Using SCM, we develop a novel procedure that corrects for the confounding effects of heterogeneous pandemic-response shocks. We also develop a novel stacked synthetic control approach to estimate bin-by-bin effects of minimum wages throughout the wage distribution.

Using our full sample of 47 treated counties, our earnings estimates are positive and significant and our employment estimates are positive and borderline-significant. However, including counties that adopted higher local minimum wages plausibly introduces selection effects that confound these results. We re-estimate these effects after excluding counties with local minimum wages, and again after instead excluding high-wage counties that potentially introduce attenuation bias. In both cases, our earnings estimates remain stable, while our positive employment estimates increase in magnitude and become significant. Our employment estimates rule out elasticities less than +0.1, and our own-wage elasticity estimate of +0.82 exceeds those in minimum wage studies since Card (1991). Our analysis further shows positive effects on teen pay, employment, hours and weekly earnings—effects that begin to appear well before the pandemic’s onset in 2020.

Our bin-by-bin analysis of minimum wage effects on all California jobs throughout the wage distribution supports our finding no disemployment effects. The reduction in the number of jobs just below a new minimum wage is nearly exactly offset by the increase in the number of jobs just above the new standard. We do not find effects on high wage jobs, indicating that our findings do not result from uncontrolled confounders. Minimum wage increases result in higher earnings at the 10th percentile, but not at the 50th percentile. In other words, higher minimum wages reduce earnings inequality. These results for all workers, in addition to our results for full-service restaurants, teens and low-wage counties, show that the effects of high minimum wages were consistent even outside of fast food.

Our finding of significant positive employment effects has precedents in the U.S. minimum wage literature. Katz and Krueger (1992) and Card and Krueger (1994, 2000), who looked only at fast food restaurants, also found substantial evidence of positive employment effects. Subsequent studies, such as Dube, Lester, and Reich (2010, 2016) and Addison, Blackburn, and Cotti (2012), did not find positive effects, perhaps because they examined effects at all restaurants (the QWI do not report data for 6-digit industries and CPS data on fast food are noisy). As we demonstrate, greater wage heterogeneity among all restaurants reduces the likelihood of detecting significant
positive employment effects.

Compared to the existing U.S. minimum wage literature, our research design is better equipped to detect positive employment effects. We study policies that are higher in absolute levels, involve larger percentage increases, and create greater policy dispersion with states that did not raise their minimum wages. We use county-level data instead of state-level data, which substantially expands the right tail of observed minimum wage bites, as Godoey and Reich (2021) discovered.

Our paper poses and addresses the question: Should we generally expect to find evidence of employer power and positive employment effects from minimum wages? Indeed, evidence from outside the minimum wage literature and on other low-wage workers is also consistent with our finding of employer power in fast food. For example, Lipsitz and Starr (2022) found that banning noncompete agreements increased the hourly pay of low-wage workers. And Lafontaine, Saattvic, and Slade (2023) found that the removal of no poaching clauses in some franchise contracts lifted wages 5 to 6 percent. These results, combined with the results of our bin-by-bin analysis for all workers, as well as our results for teens, suggest that our fast food results may apply in other industries as well.

In markets where employers possess wage-setting power, the monopsony model predicts that small or moderate minimum wage increases will increase employment, while very large minimum wage increases could lead to decreased employment. Our positive employment effects suggest that the level at which disemployment effects begin to occur lies above $15.

To conclude, our paper demonstrates that the rapid growth of minimum wages to high levels in California and New York resulted in increased earnings without causing negative employment effects. Indeed, our evidence suggests that these minimum wage increases resulted in employment gains. We thereby extend the minimum wage literature and add to the burgeoning literature that finds evidence of employer power in low-wage labor markets.
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### Tables and Figures

#### Table 1

**Minimum Wage Evolution in Areas with $15 Minimum Wages (2013-2022q1)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>California (All Workers)</strong></td>
<td>8.00</td>
<td>9.00*</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>10.50</td>
<td>12.00</td>
<td>13.00</td>
<td>14.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Los Angeles (city)</td>
<td>8.00</td>
<td>9.00*</td>
<td>9.00</td>
<td>10.50*</td>
<td>12.00*</td>
<td>13.25*</td>
<td>14.25*</td>
<td>15.00*</td>
<td>15.00</td>
<td>16.04*</td>
</tr>
<tr>
<td>San Francisco</td>
<td>10.55</td>
<td>10.74</td>
<td>11.05/12.25†</td>
<td>13.00*</td>
<td>14.00*</td>
<td>15.00*</td>
<td>15.59*</td>
<td>16.07*</td>
<td>16.32*</td>
<td>16.99*</td>
</tr>
<tr>
<td>San Jose</td>
<td>10.00†</td>
<td>10.15</td>
<td>10.30</td>
<td>10.50/12*</td>
<td>13.50</td>
<td>15.00</td>
<td>15.25</td>
<td>15.45</td>
<td>16.20</td>
<td></td>
</tr>
</tbody>
</table>

Further California municipal minimum wages can be found in Table A.1

<table>
<thead>
<tr>
<th>New York (All Workers)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nassau, Suffolk, Westchester ‡</td>
<td>7.25</td>
<td>8.00</td>
<td>8.75</td>
<td>9.00</td>
<td>10.00</td>
<td>11.00</td>
<td>12.00</td>
<td>13.00</td>
<td>14.00</td>
<td>15.00</td>
</tr>
<tr>
<td>New York City ‡</td>
<td>7.25</td>
<td>8.00</td>
<td>8.75</td>
<td>9.00</td>
<td>11.00</td>
<td>13.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Rest of state ‡</td>
<td>7.25</td>
<td>8.00</td>
<td>8.75</td>
<td>9.00</td>
<td>9.70</td>
<td>10.40</td>
<td>11.10</td>
<td>11.80</td>
<td>12.50</td>
<td>13.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>New York (Fast Food Workers)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>New York City ‡</td>
<td>7.25</td>
<td>8.00</td>
<td>8.75</td>
<td>10.50</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Rest of state ‡</td>
<td>7.25</td>
<td>8.00</td>
<td>8.75</td>
<td>9.75</td>
<td>10.75</td>
<td>11.75</td>
<td>12.75</td>
<td>13.75</td>
<td>14.50/15*</td>
<td>15.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other Locations (All Workers)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chicago ‡</td>
<td>8.25</td>
<td>8.25</td>
<td>10.00*</td>
<td>10.50*</td>
<td>11.00*</td>
<td>12.00*</td>
<td>13.00*</td>
<td>14.00*</td>
<td>15.00*</td>
<td>15.40*</td>
</tr>
<tr>
<td>Denver ‡</td>
<td>7.78</td>
<td>8.00</td>
<td>8.23</td>
<td>8.31</td>
<td>9.30</td>
<td>10.20</td>
<td>11.10</td>
<td>12.85</td>
<td>14.77</td>
<td>15.87</td>
</tr>
<tr>
<td>District of Columbia ‡</td>
<td>8.25</td>
<td>9.50*</td>
<td>10.50*</td>
<td>11.50*</td>
<td>12.50*</td>
<td>13.25*</td>
<td>14.00*</td>
<td>15.00*</td>
<td>15.20*</td>
<td>16.10*</td>
</tr>
<tr>
<td>Seattle</td>
<td>9.19</td>
<td>9.32</td>
<td>11.00†</td>
<td>13.00</td>
<td>15.00</td>
<td>15.45</td>
<td>16.00</td>
<td>16.39</td>
<td>16.69</td>
<td>17.27</td>
</tr>
</tbody>
</table>

**Notes:**

- This table shows the history of minimum wages in U.S. areas that reached $15 by 2022q1. Some smaller locales, such as Flagstaff, Arizona are omitted. Table A.1 lists sub-state minimum wages in California, although we list some here as an example. Minimum wages are for the largest employer size category.
- * Indicates the increase took effect in July; otherwise the increase occurred in January. Increases in New York were effective on December 31; they are entered as effective on January 1 of the following year. New York State increased its fast food minimum wage on December 31, 2020 and July 1, 2021. We include Cook County because we have not yet obtained QCEW data for Chicago.
- † Seattle raised its minimum wage on April 1, 2015. Minimum wage level assumes employer does not provide medical benefits. San Francisco changed its minimum wage in January and May 2015. San Jose increased its minimum wage in March 2013.
- ‡ Indicates that the locality has a tip credit

**Sources:** Vaghul and Zipperer (2021), UC Berkeley Labor Center Local Minimum Wage Inventory and the authors’ research.
Table 2
Average Effects Over Treated Counties

<table>
<thead>
<tr>
<th></th>
<th>Average Weekly Earnings</th>
<th>Employment</th>
<th>Own-wage Elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fast Food Workers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A. All Treated Counties</td>
<td>Treatment Effect</td>
<td>16.68</td>
<td>9.09</td>
</tr>
<tr>
<td></td>
<td>Elasticity</td>
<td>0.18</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.13, 0.23]</td>
<td>[0.05, 0.14]</td>
</tr>
<tr>
<td></td>
<td>RMSPE-based p-value</td>
<td>0.03</td>
<td>0.13</td>
</tr>
<tr>
<td>B. Excluding Counties With Local Minimum Wages</td>
<td>Treatment Effect</td>
<td>17.08</td>
<td>13.99</td>
</tr>
<tr>
<td></td>
<td>Elasticity</td>
<td>0.18</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.13, 0.24]</td>
<td>[0.10, 0.20]</td>
</tr>
<tr>
<td></td>
<td>RMSPE-based p-value</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>C. Excluding Counties in the SF Bay Area and NYC</td>
<td>Treatment Effect</td>
<td>17.84</td>
<td>12.85</td>
</tr>
<tr>
<td></td>
<td>Elasticity</td>
<td>0.19</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.14, 0.25]</td>
<td>[0.09, 0.19]</td>
</tr>
<tr>
<td></td>
<td>RMSPE-based p-value</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td><strong>Restaurant Workers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D. All Treated California Counties</td>
<td>Treatment Effect</td>
<td>10.38</td>
<td>6.28</td>
</tr>
<tr>
<td></td>
<td>Elasticity</td>
<td>0.12</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.07, 0.16]</td>
<td>[0.04, 0.11]</td>
</tr>
<tr>
<td></td>
<td>RMSPE-based p-value</td>
<td>0.02</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For our 36 large treated counties, the donor pool of control counties consists of the 123 counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 11 mid-sized treated counties in New York, the donor pool of control counties consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 47 treated counties in our primary sample of fast food workers: 25 large counties in California, plus 11 large and 11 mid-sized counties in New York. Our sample of restaurant workers is restricted to the large California counties and adds San Luis Obispo—a total of 26 counties. The large counties all have ≥ 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. Each treatment effect is the average estimated effect in the 30th quarter after the minimum wage increase began in each jurisdiction, which in almost all cases is the first quarter with a local minimum wage of $15. For the stacked synthetic control estimates, each treatment effect is the average estimated difference between the (normalized to 2014q2 for California, and to 2013q4 for New York) outcome value in each treated county and its estimated synthetic control. The elasticity is calculated with respect to the treated-sample-specific average percent change in the minimum wage through event quarter 30. 95 percent confidence intervals of the elasticity are displayed in brackets and are estimated using the variance of the distribution of 100 sampled placebo average estimated effects based on estimated differences from in-space placebo treatment on the donor pool counties.
### Table 3

**Average Effects by County Earnings Quartile**

<table>
<thead>
<tr>
<th></th>
<th>Quartile 1</th>
<th>Quartile 2</th>
<th>Quartile 3</th>
<th>Quartile 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Weekly Earnings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>23.51</td>
<td>17.65</td>
<td>17.75</td>
<td>13.68</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.26</td>
<td>0.18</td>
<td>0.18</td>
<td>0.16</td>
</tr>
<tr>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.18, 0.34]</td>
<td>[0.11, 0.24]</td>
<td>[0.11, 0.24]</td>
<td>[0.08, 0.24]</td>
</tr>
<tr>
<td>RMSPE</td>
<td>0.01</td>
<td>0.04</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>B. Excluding Counties with Local Minimum Wages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>22.67</td>
<td>20.93</td>
<td>16.56</td>
<td>11.50</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.25</td>
<td>0.24</td>
<td>0.17</td>
<td>0.12</td>
</tr>
<tr>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.15, 0.34]</td>
<td>[0.14, 0.33]</td>
<td>[0.08, 0.26]</td>
<td>[0.03, 0.20]</td>
</tr>
<tr>
<td>RMSPE-based p-value</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.69</td>
</tr>
<tr>
<td><strong>Employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>16.76</td>
<td>13.36</td>
<td>2.89</td>
<td>7.96</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.19</td>
<td>0.13</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.09, 0.28]</td>
<td>[0.05, 0.21]</td>
<td>[-0.05, 0.10]</td>
<td>[0.01, 0.18]</td>
</tr>
<tr>
<td>RMSPE</td>
<td>0.32</td>
<td>0.22</td>
<td>0.59</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>D. Excluding Counties with Local Minimum Wages</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>17.60</td>
<td>16.84</td>
<td>10.64</td>
<td>11.92</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.19</td>
<td>0.19</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>Placebo-variance-based 95% CIs</td>
<td>[0.08, 0.30]</td>
<td>[0.09, 0.29]</td>
<td>[0.02, 0.20]</td>
<td>[0.04, 0.21]</td>
</tr>
<tr>
<td>RMSPE-based p-value</td>
<td>0.25</td>
<td>0.34</td>
<td>0.50</td>
<td>0.30</td>
</tr>
</tbody>
</table>

*Note:* Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For our 37 large treated counties, the donor pool consists of the 123 counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 11 mid-sized treated counties in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 47 treated counties in our primary sample: 25 large counties in California, plus 11 large and 11 mid-sized counties in New York. We have a total of 33 counties in our sample with no local minimum wages: 16 large counties in California, plus 7 large and 10 mid-sized counties in New York. The large counties all have ≥ 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. Treated counties are broken into quartiles according to average weekly earnings. Each treatment effect is the average estimated difference—in the 30th quarter after the minimum wage increase began in each jurisdiction, which in almost all cases is the first quarter with a local minimum wage of $15—between the (normalized to 2014q2 for California, and to 2013q4 for New York) outcome value in each treated county and its estimated synthetic control. The elasticity is calculated with respect to the average population-weighted percentage change in the minimum wage among treated counties in each quartile through between 2013q4 and 2022q1. 95% confidence intervals of the elasticity are displayed in brackets and are estimated using the variance of the distribution of 100 sampled placebo average estimated effects based on estimated differences from in-space placebo treatment on the donor pool counties.
Table 4
Effects Over Treated Counties by Jurisdiction/size by Estimator

<table>
<thead>
<tr>
<th></th>
<th>California (large)</th>
<th>New York (large)</th>
<th>New York (mid-sized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDiD A. Uncorrected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>19.77</td>
<td>3.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.23</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Placebo 95% CIs</td>
<td>[0.11, 0.35]</td>
<td>[-0.33, 0.40]</td>
<td>-1.43, 1.75</td>
</tr>
<tr>
<td>Placebo p-value</td>
<td>0.00</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Difference-in-differences B. Uncorrected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>22.31</td>
<td>6.16</td>
<td>0.28</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.25</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>WBS CIs</td>
<td>[0.15, 0.36]</td>
<td>[-0.04, 0.18]</td>
<td>-0.08,0.63</td>
</tr>
<tr>
<td>Stacked Synthetic Control C. Uncorrected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>20.89</td>
<td>6.10</td>
<td>0.29</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.24</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Placebo 95% CIs</td>
<td>[0.18, 0.30]</td>
<td>[0.01, 0.14]</td>
<td>[0.02, 0.57]</td>
</tr>
<tr>
<td>RMSPE p-value</td>
<td>0.01</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>D. “Bias”-corrected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>17.71</td>
<td>2.15</td>
<td>0.12</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.21</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Placebo 95% CIs</td>
<td>[0.15, 0.26]</td>
<td>[-0.04, 0.09]</td>
<td>-0.18,0.42</td>
</tr>
<tr>
<td>RMSPE p-value</td>
<td>0.01</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>E. Pandemic-corrected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment Effect</td>
<td>16.32</td>
<td>9.94</td>
<td>0.61</td>
</tr>
<tr>
<td>Elasticity</td>
<td>0.19</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Placebo 95% CIs</td>
<td>[0.13, 0.25]</td>
<td>[0.06, 0.17]</td>
<td>[0.24, 0.97]</td>
</tr>
<tr>
<td>RMSPE p-value</td>
<td>0.02</td>
<td>0.16</td>
<td></td>
</tr>
</tbody>
</table>

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For the 25 large treated counties from California and the 11 large treated counties from New York, the donor pool consists of the 123 counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For the 11 mid-sized treated counties in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. The large counties all have ≥ 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. The results are averaged in event time by jurisdiction/size over event quarter 30. The pandemic-correction procedure is specific to synthetic controls, so the SDiD and DiD estimates (Panels A and B) are Uncorrected, as are the synthetic control estimates in Panel C. The “Bias”-corrected synthetic control results in Panel D are corrected for bias due to pairwise matching discrepancies among predictor variables. The Pandemic-corrected synthetic control results in Panel E are corrected for bias due to pairwise matching discrepancies among the included predictor variables and pandemic confounds. Placebo confidence intervals are calculated based on Arkhangelsky et al. (2021), RMSPE p-values are calculated based on Abadie, Diamond, and Hainmueller (2015). Wild bootstrap standard errors (WBS) are clustered at the state level and calculated using the procedure from Callaway and Sant’Anna (2021).
Figure 1
Distribution of Average Wage by County

Notes: This figure shows the distribution of the employment-weighted average QCEW weekly wage across all quarters in 2013 for all industries in a given county. Treated counties are shown as individual points; their place in the national distribution is indicated by the vertical bars. The black bar shows the employment-weighted mean for all U.S. counties. The solid gray bars show the 25th and 75th percentiles. The dashed gray bars show the 10th and 90th percentiles. Markers for counties with local minimum wages are solid; markers for counties without them are hollow.
Figure 2
Reach of California Minimum Wages, 2014-2021

A. Ratio of Minimum Wage to Median Wage

B. Fraction of Workers Earning Under the Upcoming Minimum Wage

Notes: This figure displays the reach of California’s minimum wage levels. Panel A shows the ratio of the minimum wage to the median wage by year; Panel B shows the percent of workers earning wages under the upcoming minimum wage. These metrics are calculated using CPS data aggregated at the annual level. Teens are 16 to 19. Food service restricts the data to Census classification codes 8680 and 8690, which correspond to NAICS code 722. The gray vertical dashed lines indicate the timing of state-wide minimum wage increases, all of which are one nominal dollar, except for 2017 and 2018 ($0.50 each).
Figure 3
Normalized Raw Average Weekly Earnings

Note: Produced using employment and payroll data from the QCEW. For the large treated counties in California and New York, the donor pool consists of the 123 counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For the mid-sized treated counties in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. In each plot, the dark blue line shows average earnings in each quarter for the associated treated counties, normalized to 100 in the final quarter before the minimum wage began rising (large California counties normalized to 2014q2 in Panel A, large New York counties normalized to 2013q4 in Panel B, and mid-sized New York counties normalized to 2013q4 in Panel C) and the black line shows the average for the associated donor pool. The light blue lines show the individual treated-county normalized values, and the dark grey lines show the individual donor-pool-county normalized values. The vertical dotted line shows the initial period of treatment for the associated treated group of counties.
Figure 4
Effects in Full Sample of Treated Counties

A. Average and Individual Treated County Effects

B. Average Effects in Treated Counties vs Sample Placebo Average Effects

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For our 36 large treated counties, the donor pool consists of the 123 counties with \( \geq \) 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 11 mid-sized treated counties in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 47 treated counties: 25 large counties in California, plus 11 large and 11 mid-sized counties in New York. The large counties all have \( \geq \) 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. The y-axis shows the difference in each quarter between the (normalized to 2014q2 for California, and to 2013q4 for New York) outcome value and the associated estimated synthetic control. In panel A, the solid blue line represents the average estimated effect across all 47 treated counties, weighted by 2010 population, and the light blue circles show the individual estimated effects for each contributing county in each time period; the size of the circle represents the relative 2010 population. In Panel B, the solid blue line shows the average estimated effect across all 47 treated counties. The grey lines show 100 randomly sampled averages of 47 placebo treatment effects, estimated for each treated unit by permuting treatment “in-space” across each of the donor pool counties and then taking the difference between the outcome path of the placebo treated unit and that of its synthetic control. The results are averaged in event time, with event-quarter 0 indicating the first quarter of treatment, shown by the vertical dotted line. The results are corrected for bias from matching discrepancies and pandemic-era confounds. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
Figure 5
Effects in Counties Without Local Minimum Wages

A. Average and Individual Treated County Effects

B. Average Effects in Treated Counties vs Sample Placebo Average Effects

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For our 23 large treated counties, the donor pool consists of the 123 counties with $\geq$ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 10 mid-sized treated counties, all in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 33 treated counties without local minimum wages: 16 large counties in California, plus 7 large and 10 mid-sized counties in New York. The large counties all have $\geq$ 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. We exclude from our primary sample those 14 treated counties where at least one municipality had a local minimum wage above the state policy. The y-axis shows the difference in each quarter between the (normalized to 2014q2 for California counties and to 2013q4 for New York treated counties) outcome variables and the associated estimated synthetic controls. In panel A, the solid blue line represents the average estimated effect across all 33 treated counties, weighted by 2010 population, and the light blue circles show the individual estimated effects for each contributing county in each time period; the size of the circle represents the relative 2010 population. In Panel B, the solid blue line shows the average estimated effect across all 33 treated counties. The grey lines show 100 randomly sampled averages of 33 placebo treatment effects, estimated for each treated unit by permuting treatment “in-space” across each of the donor pool counties and then taking the difference between the outcome path of the placebo treated unit and that of its synthetic control. The results are averaged in event time, with event-quarter 0 indicating the first quarter of treatment, shown by the vertical dotted line. The results are corrected for bias from matching discrepancies and pandemic-era confounds. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
Figure 6
Estimates for Teen Workers Using State-level Data

Note: Estimated using employment and earnings data on workers aged 16–19 in the CPS and local unemployment data from LAUS. The donor pool consists of 20 untreated/control states for the period ending in 2022q2. The y-axis shows the estimated difference in each quarter between the (smoothed, normalized to 2014q2) outcome value in California and its estimated synthetic control. The solid blue line is the estimated difference (effect) for California, while the grey lines show the estimated differences from in-space placebo treatments on the donor pool states. The vertical dotted line indicates the first quarter of treatment.
Figure 7
Bin-by-Bin Estimates, All California Workers

A. Estimates through 2019q4 (pre-pandemic)

B. Estimates through 2022q2 (pandemic-inclusive)

Notes: Estimated using employment and earnings data on all workers in the QCEW and local unemployment data from LAUS. The donor pool consists of 20 untreated/control states for the period ending in 2022q2. The plots show effect on the share of total employment in each relative wage bin (RWB. See Section P.1 and Appendix ?? for details) in the year following California’s minimum wage increases, for the pre-pandemic period indicated in Table P.1 (through 2019q4; on the left), and for the entire period including the pandemic (through 2022q2; on the right). The estimates consist of the combined average $1 wage bin estimates in the year following each minimum wage increase, differenced relative to the year preceding each minimum wage increase, and stacked by the relative wage bin—that is, relative to the minimum wage in that year—all weighted by the percent change in the minimum wage for each event. Handles show 95 percent confidence intervals based on the variance of 1000 draws with replacement of the placebo effects. The dashed green lines show the cumulative employment effects through the corresponding relative wage bin. The estimates are not corrected for bias from matching discrepancies or pandemic-era confounds.
Figure 8
10th and 50th percentile Hourly Wages of All Workers, California and New York

Note: Estimated using employment and earnings data on all workers in the CPS and local unemployment data from LAUS. The donor pool consists of 20 untreated/control states for the period ending in 2022q2. In the top panel the y-axis shows the estimated difference in each quarter for the normalized 10th percentile hourly wage between each state and its estimated synthetic control for California (left) and New York (right). In the bottom panel the y-axis shows the estimated difference in each quarter for the normalized median (50th percentile) hourly wage between each state and its estimated synthetic control for California (left) and New York (right). In all figures the solid blue line is the estimated difference (impact) on the treated state, while the grey lines show the estimated differences from in-space placebo treatments on the donor pool states. The vertical dotted line indicates the first quarter of treatment.
Further Methodological Details

P.1 Estimating effects throughout the wage distribution

We describe here our method for conducting an hourly wage bin-by-bin analysis of the state-level effects on all Californian workers.\textsuperscript{53} Using the CPS, we estimate separate synthetic controls for workers in each hourly wage bin in the four quarters following each discrete minimum wage increase, then stack and average the results by relative wage bin (see below for details). We restrict the data for each analysis as described in Section 3. Our analysis is similar to the relative wage bin-by-bin analyses in Cengiz et al. (2019); Harasztosi and Lindner (2019) and Wursten and Reich (2023). In our context, where minimum wages increased every year in both treated states, we want to avoid overlap between the post-treatment period for one increase and the pre-treatment period for the next. We therefore do not use the stacked event study (dynamic DiD) approach of these earlier studies. Instead, we develop a bin-by-bin analysis using stacked synthetic controls matched by wage bin in the period before the first minimum wage increase in California.

We develop this analysis in a series of steps: First, we use synthetic control analysis to estimate the effect on employment shares in many wage bins in each of our treatment quarters. Second, we then difference these estimates from their values four quarters previous, and stack the results for each wage bin in the four quarters following each minimum wage increase; this step allows us to estimate the average change in the share of workers in each relative wage bin—that is, those earning e.g. $0.01 - $1.00 less than the new minimum wage, $0.00 - $.99 more than the new minimum wage, and so on through the relative wage distribution from -$4 through $17+. Third, we average the effects by state for each relative wage bin.\textsuperscript{54}

More specifically, we use hourly wage bin data calculated from the CPS ORG to estimate the effects of California’s minimum wage increases on the frequency distribution of hourly wages. This process involves multiple steps. For each one-dollar wage bin \{\$5 – \$5.99\} through \{$31 – $31.99\}, as well as our top-coded bins, we observe the share of total state-wide employment in that bin for each state \times quarter in our sample. We then estimate, for each of these bins, a synthetic control and treatment effects on the employment share in that bin resulting from treatment beginning in 2014q3, when California’s minimum wage began rising. We then take the estimated treatment effects for each bin-specific estimate and difference them from the estimates for the same bin, from four quarters before the most recent minimum wage increase. This differencing yields the change in the employment share for each wage bin in the four quarters following the minimum wage increase.

\textsuperscript{53}We focus on California for this exercise as, unlike New York, California’s minimum wage increases covered all workers and did not provide for tip credits.

\textsuperscript{54}We weight the contributions from each minimum wage increase by the percentage change in the minimum wage with the increase represented.
In order to combine all of these impact estimates, we assign our estimated bin effects to one-dollar relative wage bins (RWBs) from -$4 to +$16 around each new minimum wage in California over our period of interest, as well as the RWB that is +$17 or more than each new minimum wage level.

With relative wage bin $0 – $0.99 serving as an example, Table P.1 details the contributing elements and time periods, and Figure P.1 visualizes the contributing estimates.

We stack these estimates for all relative wage bins and all donor pool states plus California, then calculate a weighted average effect in each relative wage bin for each state using the percent change in the minimum wage for each event as weights. We estimate confidence intervals using the variance of 1,000 draws with replacement of the weighted average placebo effects (in the donor pool states).

### P.2 Regression-based estimators

In order to contextualize our synthetic control estimates in the larger minimum wage literature, we estimate wage and employment effects using a typical two-way fixed effects specification, as in the equation below:

$$ Y_{ct} = \gamma_c + \lambda_t + \sum_{t \in T} \beta_t D_{ct} + \epsilon_{ct} $$

where $Y$ is the outcome of interest for county $c$ and time $t$. The subscript $t$ refers to quarters in the QCEW analysis. The set $T$ contains all integers indexing $t$ in event time, except for the period prior to the first minimum wage increase. $D_{ct}$ is a treatment dummy equal to 1 if the county had a minimum wage increase and that increase has been implemented. The rest is standard: $\gamma_c$ and $\lambda_t$ are state and time-fixed effects.

We cluster standard errors at the state-level, and because of the small number of counties, we use the wild bootstrap procedure in Callaway and Sant’Anna (2021).

As with our synthetic control analysis, we weight by 2010 county population. Finally, we also estimate these outcomes for each of our jurisdiction/size groups using the synthetic difference-in-differences estimator (Arkhangelsky et al., 2021) with the same covariates as in our synthetic control, implemented using the `sdid` Stata package (Clarke et al., 2023). The delta method is then used to calculate the standard errors on the own-wage elasticities.

55We use the Callaway and Sant’Anna (2021) `csdid` Stata package to estimate our results for the convenience of calculating the standard errors. In our setting, however, their method calculates point estimates that differ from standard OLS. Since we estimate the event study on an “absorbing” treatment, with a never-taking control group, our results should not be affected by any of the recently-emphasized issues with dynamic DiD estimators. We allow room for heterogeneous treatment effects across different areas—such as if we pooled large New York and California counties. Nonetheless, since the pooled estimates accord with the synthetic control estimates, we report only the disaggregated estimates.
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Table P.1
Contributing Elements to Relative Wage Bin $0–$0.99

<table>
<thead>
<tr>
<th>Relative Wage Bin (RWB)</th>
<th>Wage Bin (WB)</th>
<th>Contributing Quarters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-COVID period</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$9.00 — $9.99</td>
<td>2014q3 — 2015q2</td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$10.00 — $10.99</td>
<td>2016q1 — 2016q4</td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$10.50 — $11.49</td>
<td>2017q1 — 2017q4</td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$11.00 — $11.99</td>
<td>2018q1 — 2018q4</td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$12.00 — $12.99</td>
<td>2019q1 — 2019q4</td>
</tr>
<tr>
<td><strong>COVID period</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$13.00 — $13.99</td>
<td>2020q1 — 2020q4</td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$14.00 — $14.99</td>
<td>2021q1 — 2021q4</td>
</tr>
<tr>
<td>$0 – $0.99</td>
<td>$15.00 — $15.99</td>
<td>2022q1 — 2022q2</td>
</tr>
</tbody>
</table>

*Note:* Displays the quarters from each set of $1 wage bin-specific estimates that contribute to the $0–$0.99 relative wage bin (the wage bin earning between each new minimum wage and up to $0.99 more in the year following each minimum wage increase).
Figure P.1
Change in Wagebin-specific Employment per capita, Relative Wage Bin $0 – $0.99

Bin: Per-capita workers earning $9.00 - $9.99 per hour

Bin: Per-capita workers earning $10.00 - $10.99 per hour

Bin: Per-capita workers earning $10.50 - $11.49 per hour

Bin: Per-capita workers earning $11.00 - $11.99 per hour

Bin: Per-capita workers earning $12.00 - $12.99 per hour

Bin: Per-capita workers earning $13.00 - $13.99 per hour

Note: Continues on next page.
Figure P.1 – Cont’d.
Change in Wagebin-specific Employment per capita, Relative Wage Bin $0 – $0.99

Note: Continued from previous page. Estimated using employment and earnings data on workers aged 16–19 in the CPS and local unemployment data from LAUS. Shows the wagebin-specific synthetic control estimated effects of the California minimum wage increases on the share of employment in each $1 wage bin that contributes to the relative wage bin $0–$0.99 (for our pre-pandemic bin-by-bin analysis, we only consider the wage bins and quarters indicated in the pre-Covid period in Table P.1). For the pandemic-inclusive bin-by-bin analysis, we consider all the wage bins and quarters indicated in Table P.1). The donor pool consists of 20 untreated/control states for the period ending in 2022q2. The y-axis shows the estimated difference in each quarter between the (smoothed, normalized to 2014q2) outcome value in California and its estimated synthetic control. The solid blue line is the estimated difference (effect) for California, while the grey lines show the estimated differences from in-space placebo treatments on the donor pool states. For each $1 wage bin, the grey-shaded area indicates the quarters in the year immediately following the minimum wage increase that set the minimum wage to be the lower bound of that $1 wage bin, while the red-shaded area indicates the quarters in the year immediately preceding that minimum wage increase. For each state, the estimates in the red-shaded area are differenced-out of the estimates four quarters later, in the grey-shaded area, then divided by the average employment-population ratio in the year preceding treatment, to calculate the estimated effect of each minimum wage increase on the share of employment in each $1 wage bin.
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### Table A.1
Local Minimum Wages in California

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alameda County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alameda</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Berkeley</td>
<td>8.00</td>
<td>10.00</td>
<td>11.00</td>
<td>12.53</td>
<td>13.75</td>
<td>15.00</td>
<td>15.59</td>
<td>16.07</td>
<td>16.32</td>
</tr>
<tr>
<td>Emeryville</td>
<td>8.00</td>
<td>9.00</td>
<td>14.44</td>
<td>14.82</td>
<td>15.20</td>
<td>15.69</td>
<td>16.30</td>
<td>16.84</td>
<td>17.38</td>
</tr>
<tr>
<td>Fremont</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Hayward</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td>Oakland</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.80</td>
<td>14.14</td>
<td>14.36</td>
</tr>
<tr>
<td>San Leandro</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>12.50</td>
<td>14.00</td>
<td>15.00</td>
<td>15.00</td>
</tr>
<tr>
<td><strong>Contra Costa County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>El Cerrito</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>12.25</td>
<td>13.60</td>
<td>15.00</td>
<td>15.37</td>
<td>15.61</td>
<td>16.37</td>
</tr>
<tr>
<td>Richmond</td>
<td>8.00</td>
<td>9.60</td>
<td>11.52</td>
<td>12.30</td>
<td>13.41</td>
<td>15.00</td>
<td>15.00</td>
<td>15.21</td>
<td>15.54</td>
</tr>
<tr>
<td><strong>Los Angeles County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Los Angeles</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.25</td>
<td>14.25</td>
<td>15.00</td>
<td>16.04</td>
</tr>
<tr>
<td>Malibu</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.25</td>
<td>14.25</td>
<td>15.00</td>
<td>16.04</td>
</tr>
<tr>
<td>Pasadena</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.25</td>
<td>14.25</td>
<td>15.00</td>
<td>17.10</td>
</tr>
<tr>
<td>Santa Monica</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.25</td>
<td>14.25</td>
<td>15.00</td>
<td>16.04</td>
</tr>
<tr>
<td>Unincorporated Areas</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.25</td>
<td>14.25</td>
<td>15.00</td>
<td>15.96</td>
</tr>
<tr>
<td>West Hollywood</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.25</td>
<td>14.25</td>
<td>15.00</td>
<td>16.54</td>
</tr>
<tr>
<td><strong>Marin County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Novato</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.00</td>
<td>15.24</td>
<td>15.77</td>
</tr>
<tr>
<td><strong>San Diego County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>San Diego</td>
<td>8.00</td>
<td>9.75</td>
<td>10.50</td>
<td>11.50</td>
<td>11.50</td>
<td>12.00</td>
<td>13.00</td>
<td>14.00</td>
<td>15.00</td>
</tr>
<tr>
<td><strong>San Mateo County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belmont</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.90</td>
<td>16.20</td>
</tr>
<tr>
<td>Redwood City</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>13.50</td>
<td>15.38</td>
<td>15.62</td>
<td>16.20</td>
</tr>
<tr>
<td>San Carlos</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.00</td>
<td>14.00</td>
<td>15.77</td>
</tr>
<tr>
<td>San Mateo</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.38</td>
<td>15.62</td>
<td>16.20</td>
</tr>
<tr>
<td><strong>San Francisco County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>San Francisco</td>
<td>10.74</td>
<td>11.05</td>
<td>12.25</td>
<td>13.00</td>
<td>14.00</td>
<td>15.00</td>
<td>15.59</td>
<td>16.32</td>
<td>16.99</td>
</tr>
<tr>
<td><strong>Santa Clara County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cupertino</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.35</td>
<td>15.65</td>
<td>16.40</td>
</tr>
<tr>
<td>East Palo Alto</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.00</td>
<td>15.00</td>
<td>15.60</td>
</tr>
<tr>
<td>Los Altos</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.40</td>
<td>15.65</td>
<td>16.40</td>
</tr>
<tr>
<td>Milpitas</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.40</td>
<td>15.65</td>
</tr>
<tr>
<td>Mountain View</td>
<td>8.00</td>
<td>9.00</td>
<td>11.00</td>
<td>13.00</td>
<td>15.00</td>
<td>15.65</td>
<td>16.05</td>
<td>16.30</td>
<td>17.10</td>
</tr>
<tr>
<td>Palo Alto</td>
<td>8.00</td>
<td>9.00</td>
<td>11.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>15.40</td>
<td>15.65</td>
<td>16.45</td>
</tr>
<tr>
<td>San Jose</td>
<td>10.15</td>
<td>10.30</td>
<td>10.30</td>
<td>10.50</td>
<td>13.50</td>
<td>15.00</td>
<td>15.25</td>
<td>15.45</td>
<td>16.20</td>
</tr>
<tr>
<td>Santa Clara</td>
<td>8.00</td>
<td>9.00</td>
<td>11.00</td>
<td>11.10</td>
<td>13.00</td>
<td>15.00</td>
<td>15.40</td>
<td>15.65</td>
<td>16.40</td>
</tr>
<tr>
<td>Sunnyvale</td>
<td>8.00</td>
<td>10.30</td>
<td>10.30</td>
<td>13.00</td>
<td>15.00</td>
<td>15.65</td>
<td>16.05</td>
<td>16.30</td>
<td>17.10</td>
</tr>
<tr>
<td><strong>Sonoma County</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Petaluma</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>15.00</td>
<td>15.20</td>
<td>15.85</td>
</tr>
<tr>
<td>Santa Rosa</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.00</td>
<td>15.00</td>
<td>15.85</td>
</tr>
<tr>
<td>Sonoma</td>
<td>8.00</td>
<td>9.00</td>
<td>10.00</td>
<td>10.50</td>
<td>11.00</td>
<td>12.00</td>
<td>13.50</td>
<td>15.00</td>
<td>16.00</td>
</tr>
</tbody>
</table>

**Note:** This table shows the nominal minimum wage for employers with more than 25 employees at the beginning of each calendar year for every California locality with its own minimum wage law. Some localities, such as San Francisco, implement minimum wage changes on July 1. Sources: Vaghul and Zipperer (2021), the UC Berkeley Labor Center Local Minimum Wage Inventory and the authors’ research.
Table A.2
Large Donor Pool Counties

<table>
<thead>
<tr>
<th>Baldwin, AL</th>
<th>Cabarrus, NC</th>
<th>Hamilton, TN</th>
<th>Brown, WI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jefferson, AL</td>
<td>Cumberland, NC</td>
<td>Knox, TN</td>
<td>Dane, WI</td>
</tr>
<tr>
<td>Madison, AL</td>
<td>Durham, NC</td>
<td>Montgomery, TN</td>
<td>Milwaukee, WI</td>
</tr>
<tr>
<td>Mobile, AL</td>
<td>Forsyth, NC</td>
<td>Rutherford, TN</td>
<td></td>
</tr>
<tr>
<td>Montgomery, AL</td>
<td>Gaston, NC</td>
<td>Sevier, TN</td>
<td></td>
</tr>
<tr>
<td>Shelby, AL</td>
<td>Guilford, NC</td>
<td>Shelby, TN</td>
<td></td>
</tr>
<tr>
<td>Tuscaloosa, AL</td>
<td>Mecklenburg, NC</td>
<td>Sullivan, TN</td>
<td></td>
</tr>
<tr>
<td>Bibb, GA</td>
<td>New Hanover, NC</td>
<td>Williamson, TN</td>
<td></td>
</tr>
<tr>
<td>Chatham, GA</td>
<td>Onslow, NC</td>
<td>Bell, TX</td>
<td></td>
</tr>
<tr>
<td>Cherokee, GA</td>
<td>Pitt, NC</td>
<td>Bexar, TX</td>
<td></td>
</tr>
<tr>
<td>Clarke, GA</td>
<td>Wake, NC</td>
<td>Brazoria, TX</td>
<td></td>
</tr>
<tr>
<td>Clayton, GA</td>
<td>Cass, ND</td>
<td>Brazos, TX</td>
<td></td>
</tr>
<tr>
<td>Cobb, GA</td>
<td>Cleveland, OK</td>
<td>Cameron, TX</td>
<td></td>
</tr>
<tr>
<td>Dekalb, GA</td>
<td>Oklahoma, OK</td>
<td>Collin, TX</td>
<td></td>
</tr>
<tr>
<td>Henry, GA</td>
<td>Tulsa, OK</td>
<td>Dallas, TX</td>
<td></td>
</tr>
<tr>
<td>Muscogee, GA</td>
<td>Allegheny, PA</td>
<td>Denton, TX</td>
<td></td>
</tr>
<tr>
<td>Ada, ID</td>
<td>Berks, PA</td>
<td>Ector, TX</td>
<td></td>
</tr>
<tr>
<td>Allen, IN</td>
<td>Bucks, PA</td>
<td>El Paso, TX</td>
<td></td>
</tr>
<tr>
<td>Hamilton, IN</td>
<td>Chester, PA</td>
<td>Fort Bend, TX</td>
<td></td>
</tr>
<tr>
<td>Hendricks, IN</td>
<td>Cumberland, PA</td>
<td>Galveston, TX</td>
<td></td>
</tr>
<tr>
<td>Lake, IN</td>
<td>Dauphin, PA</td>
<td>Gregg, TX</td>
<td></td>
</tr>
<tr>
<td>Marion, IN</td>
<td>Delaware, PA</td>
<td>Harris, TX</td>
<td></td>
</tr>
<tr>
<td>St. Joseph, IN</td>
<td>Erie, PA</td>
<td>Hays, TX</td>
<td></td>
</tr>
<tr>
<td>Tippecanoe, IN</td>
<td>Lancaster, PA</td>
<td>Hidalgo, TX</td>
<td></td>
</tr>
<tr>
<td>Vanderburgh, IN</td>
<td>Lehigh, PA</td>
<td>Jefferson, TX</td>
<td></td>
</tr>
<tr>
<td>Polk, IA</td>
<td>Luzerne, PA</td>
<td>Lubbock, TX</td>
<td></td>
</tr>
<tr>
<td>Scott, IA</td>
<td>Montgomery, PA</td>
<td>McLennan, TX</td>
<td></td>
</tr>
<tr>
<td>Johnson, KS</td>
<td>Philadelphia, PA</td>
<td>Midland, TX</td>
<td></td>
</tr>
<tr>
<td>Sedgwick, KS</td>
<td>Westmoreland, PA</td>
<td>Montgomery, TX</td>
<td></td>
</tr>
<tr>
<td>East Baton Rouge, LA</td>
<td>York, PA</td>
<td>Nueces, TX</td>
<td></td>
</tr>
<tr>
<td>Jefferson, LA</td>
<td>Anderson, SC</td>
<td>Potter, TX</td>
<td></td>
</tr>
<tr>
<td>Lafayette, LA</td>
<td>Beaufort, SC</td>
<td>Smith, TX</td>
<td></td>
</tr>
<tr>
<td>Orleans, LA</td>
<td>Charleston, SC</td>
<td>Tarrant, TX</td>
<td></td>
</tr>
<tr>
<td>St. Tammany, LA</td>
<td>Greenville, SC</td>
<td>Travis, TX</td>
<td></td>
</tr>
<tr>
<td>Desoto, MS</td>
<td>Horry, SC</td>
<td>Webb, TX</td>
<td></td>
</tr>
<tr>
<td>Harrison, MS</td>
<td>Lexington, SC</td>
<td>Williamson, TX</td>
<td></td>
</tr>
<tr>
<td>Hillsborough, NH</td>
<td>Richland, SC</td>
<td>Davis, UT</td>
<td></td>
</tr>
<tr>
<td>Rockingham, NH</td>
<td>Spartanburg, SC</td>
<td>Salt Lake, UT</td>
<td></td>
</tr>
<tr>
<td>Alamance, NC</td>
<td>York, SC</td>
<td>Utah, UT</td>
<td></td>
</tr>
<tr>
<td>Buncombe, NC</td>
<td>Davidson, TN</td>
<td>Weber, UT</td>
<td></td>
</tr>
</tbody>
</table>

Note: The large donor pool consists of the 123 counties with \( \geq 5,000 \) restaurant workers in states that did not experience a minimum wage change since 2009, and which had a continuous data series.
### Table A.3
Mid-sized Donor Pool Counties

| Etowah, AL | Douglas, KS | Orange, NC | Angelina, TX |
| Lauderdale, AL | Riley, KS | Randolph, NC | Bowie, TX |
| Lee, AL | Shawnee, KS | Rowan, NC | Comal, TX |
| Marshall, AL | Wyandotte, KS | Union, NC | Ellis, TX |
| Bulloch, GA | Boone, KY | Wayne, NC | Grayson, TX |
| Carroll, GA | Boyd, KY | Wilson, NC | Guadalupe, TX |
| Columbia, GA | Campbell, KY | Burleigh, ND | Johnson, TX |
| Coweta, GA | Daviess, KY | Grand Forks, ND | Kauffman, TX |
| Dougherty, GA | Hardin, KY | Ward, ND | Nacogdoches, TX |
| Douglas, GA | Kenton, KY | Canadian, OK | Parker, TX |
| Fayette, GA | McCracken, KY | Comanche, OK | Randall, TX |
| Floyd, GA | Madison, KY | Payne, OK | Rockwall, TX |
| Forsyth, GA | Warren, KY | Beaver, PA | Taylor, TX |
| Glynn, GA | Ascension, LA | Blair, PA | Tom Green, TX |
| Hall, GA | Bossier, LA | Butler, PA | Victoria, TX |
| Houston, GA | Livingston, LA | Cambria, PA | Wichita, TX |
| Lowndes, GA | Ouachita, LA | Centre, PA | Cache, UT |
| Rockdale, GA | Rapides, LA | Fayette, PA | Washington, UT |
| Whitley, GA | Tangipahoa, LA | Franklin, PA | Eau Claire, WI |
| Bannock, ID | Terrebonne, LA | Lebanon, PA | Fond Du Lac, WI |
| Bonneville, ID | Forrest, MS | Lycoming, PA | Kenosha, WI |
| Canyon, ID | Jackson, MS | Mercer, PA | La Crosse, WI |
| Kootenai, ID | Lafayette, MS | Monroe, PA | Marathon, WI |
| Twin Falls, ID | Lamar, MS | Northampton, PA | Ozaauke, WI |
| Bartholomew, IN | Lee, MS | Washington, PA | Racine, WI |
| Clark, IN | Madison, MS | Berkeley, SC | Rock, WI |
| Delaware, IN | Rankin, MS | Dorchester, SC | St Croix, WI |
| Elkhart, IN | Grafton, NH | Florence, SC | Sauk, WI |
| Howard, IN | Merrimack, NH | Orangeburg, SC | Sheboygan, WI |
| Laporte, IN | Brunswick, NC | Pickens, SC | Walworth, WI |
| Madison, IN | Carteret, NC | Sumter, SC | Washington, WI |
| Monroe, IN | Catawba, NC | Anderson, TN | Laramie, WY |
| Porter, IN | Cleveland, NC | Blount, TN | Natrona, WY |
| Vigo, IN | Craven, NC | Bradley, TN | |
| Wayne, IN | Davidson, NC | Madison, TN | |
| Black Hawk, IA | Henderson, NC | Maury, TN | |
| Dallas, IA | Iredell, NC | Sumner, TN | |
| Story, IA | Johnston, NC | Washington, TN | |
| Woodbury, IA | Nash, NC | Wilson, TN | |

**Note:** The mid-sized donor pool consists of the 150 counties with between 2,000 and 4,999 restaurant workers in states that did not experience a minimum wage change since 2009, and which had a continuous data series.
<table>
<thead>
<tr>
<th>Positively-weighted Donor Counties</th>
<th>Fast Food Workers</th>
<th>Restaurant Workers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average Weekly Earnings</td>
<td>Employment</td>
</tr>
<tr>
<td>Montgomery, AL</td>
<td>0.220</td>
<td>0.144</td>
</tr>
<tr>
<td>Tuscaloosa, AL</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Madison, AL</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cobb, GA</td>
<td>0.098</td>
<td>0.045</td>
</tr>
<tr>
<td>Muscogee, GA</td>
<td>0.033</td>
<td>0</td>
</tr>
<tr>
<td>Clayton, GA</td>
<td>0.044</td>
<td>0.064</td>
</tr>
<tr>
<td>Clarke, GA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Orleans, LA</td>
<td>0</td>
<td>0.099</td>
</tr>
<tr>
<td>Jefferson, LA</td>
<td>0</td>
<td>0.010</td>
</tr>
<tr>
<td>Harrison, MS</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gaston, NC</td>
<td>0.088</td>
<td>0</td>
</tr>
<tr>
<td>Alamance, NC</td>
<td>0</td>
<td>0.104</td>
</tr>
<tr>
<td>Cabarrus, NC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Durham, NC</td>
<td>0</td>
<td>0.110</td>
</tr>
<tr>
<td>Forsyth, NC</td>
<td>0</td>
<td>0.177</td>
</tr>
<tr>
<td>Wake, NC</td>
<td>0.049</td>
<td>0</td>
</tr>
<tr>
<td>Philadelphia, PA</td>
<td>0.035</td>
<td>0</td>
</tr>
<tr>
<td>Westmoreland, PA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lexington, SC</td>
<td>0</td>
<td>0.044</td>
</tr>
<tr>
<td>Richland, SC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Spartanburg, SC</td>
<td>0.170</td>
<td>0.012</td>
</tr>
<tr>
<td>Anderson, SC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Davidson, TN</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rutherford, TN</td>
<td>0</td>
<td>0.077</td>
</tr>
<tr>
<td>Smith, TX</td>
<td>0</td>
<td>0.009</td>
</tr>
<tr>
<td>Jefferson, TX</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>El Paso, TX</td>
<td>0.007</td>
<td>0</td>
</tr>
<tr>
<td>Fort Bend, TX</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Cameron, TX</td>
<td>0.025</td>
<td>0.039</td>
</tr>
<tr>
<td>Dallas, TX</td>
<td>0.017</td>
<td>0</td>
</tr>
<tr>
<td>Hidalgo, TX</td>
<td>0.185</td>
<td>0</td>
</tr>
<tr>
<td>Brazos, TX</td>
<td>0.029</td>
<td>0</td>
</tr>
<tr>
<td>Hays, TX</td>
<td>0</td>
<td>0.066</td>
</tr>
<tr>
<td>Milwaukee, WI</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Brown, WI</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Note:* Estimated using employment and payroll data from the QCEW, and local unemployment data from LAUS. The donor pool consists of the 123 donor pool counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. The treated county is Los Angeles County. We display only the donor pool counties with a strictly positive weight in synthetic Los Angeles (for fast food workers) for at least one outcome. Our synthetic control algorithm estimated these weights using data that was normalized to 2014q2.
Figure A.1
Unemployment Rates in California, New York, and Donor Pool States

A. State unemployment rates

B. State unemployment rates relative to 2013 levels

Note: Calculated by state, using local unemployment data from LAUS, as total unemployment in all in-state counties divided by the sum of total employment and unemployment in all in-state counties. The donor pool consists of 20 untreated/control states for the period ending in 2022q2. The y-axis in Panel A shows the annual unemployment rate in each state. The y-axis in Panel B shows the unemployment rate in each year as a multiple of its 2014 level. The solid blue line highlights the values for California, while the dashed green line highlights the values for New York, and the grey lines show the donor pool states.
Figure A.2
Effects Excluding Counties in the SF Bay Area and NYC

A. Average and Individual Treated County Effects

B. Average Effects in Treated Counties vs Sample Placebo Average Effects

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For our 23 large treated counties, the donor pool consists of the 123 counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 10 mid-sized treated counties, all in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 33 treated counties without local minimum wages: 16 large counties in California, plus 7 large and 10 mid-sized counties in New York. The large counties all have ≥ 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. We exclude from our primary sample those 14 treated counties in the San Francisco Bay Area and New York City. The y-axis shows the difference in each quarter between the (normalized to 2014q2 for California counties and to 2013q4 for New York treated counties) outcome variables and the associated estimated synthetic controls. In panel A, the solid blue line represents the average estimated effect across all 33 treated counties, weighted by 2010 population, and the light blue circles show the individual estimated effects for each contributing county in each time period; the size of the circle represents the relative 2010 population. In Panel B, the solid blue line shows the average estimated effect across all 33 treated counties. The grey lines show 100 randomly sampled averages of 33 placebo treatment effects, estimated for each treated unit by permuting treatment “in-space” across each of the donor pool counties and then taking the difference between the outcome path of the placebo treated unit and that of its synthetic control. The results are averaged in event time, with event-quarter 0 indicating the first quarter of treatment, shown by the vertical dotted line. The results are corrected for bias from matching discrepancies and pandemic-era confounds. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
Figure A.3
Differences-in-differences estimates by size and state

A. California

B. New York, Large Counties

C. New York, Mid-sized Counties

Note: The figures above plot the point estimates and confidence intervals for the $\beta$ in Equation 6 calculated using the estimator described in Callaway and Sant’Anna (2021). Following Callaway and Sant’Anna (2021), the pre-period coefficients are reported relative to the immediately proceeding period, and the post-period coefficients relative to the last pre-treatment quarter. Standard errors, displayed in gray, are 95% confidence intervals estimated using wild bootstrap. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
Figure A.4
Effects for California Restaurant Workers

A. Average State and Individual County Effects

![Graph showing average weekly earnings and employment differences](image)

- **Average county-level treatment effect**
- **Individual county treatment effects**

B. Average Effects in California Counties vs Sample Placebo Average Effects

![Graph comparing treated county ATT and sample placebo ATTs](image)

- **Treated county ATT**
- **Sample placebo ATTs**
- **95% Confidence intervals**

**Note:** Estimated using employment and payroll data from the QCEW and local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). The donor pool consists of the 123 counties with \( \geq 5,000 \) employment in NAICS 722 in states that did not experience a minimum wage change since 2009. We have 26 treated California counties (the 25 from our fast food analysis plus San Luis Obispo)—all of those with \( \geq 5,000 \) employment in NAICS 722. The y-axis shows the difference in each quarter between the (normalized to 2014q2) outcome value and the associated estimated synthetic control. In panel A, the solid blue line represents the average estimated effect across all 26 treated counties, weighted by 2010 population, and the light blue circles show the individual estimated effects for each contributing county in each time period; the size of the circle represents the relative 2010 population. In Panel B, the solid blue line shows the average estimated effect across all 26 treated counties. The grey lines show 100 randomly sampled averages of 26 placebo treatment effects, estimated for each treated unit by permuting treatment “in-space” across each of the donor pool counties and then taking the difference between the outcome path of the placebo treated unit and that of its synthetic control. The vertical dotted line indicates the first quarter of treatment.
B Pandemic Confounds and Correction

B.1 Pandemic-response index

It is difficult to choose a parsimonious way to control for the myriad effects of the pandemic and the government response on a county-by-county level. One might, for instance, control for the length of the lockdown in each county, but lockdowns did not imply the same level of restaurant capacity in every county, nor were the statutes enforced with equal zeal. Even a complete and detailed legal account would not capture differences in the severity and timing of infections, vaccine take-up, or the cultural response to the disease. Accordingly, we opt to control for what people actually did, which implicitly accounts for the full set of exogenous shocks just described.

More specifically, we construct our index of the effects of the pandemic on low-wage labor markets using local smartphone data on time spent at restaurants and retail and local smartphone data on time spent at workplaces. These smartphone data are broadly representative of the U.S. population as a whole. Google does not attach demographic information that could assess the representativeness of its mobility data. Nonetheless, other pandemic studies similarly use data collected from smartphones such as SafeGraph or PlaceIQ (Chen and Pope, 2020; Couture et al., 2022). These papers conclude that, while poorer and older adults are slightly under-represented in smartphone datasets, the data are nonetheless broadly representative of the general population and represent a particularly good match for within-county demographics and for labor force participants. This feature makes them well-suited for capturing spatial and temporal variation.

Figure B.1 shows the evolution of the retail and restaurants and workplace sub-indices over time. Panels A and C display the indices for California (blue line), New York (red line) and our control states (gray lines). Panels B and D display these indices for California (blue), New York (red), the District of Columbia (green), Cook County, IL (yellow) and King County, WA (blue).

In Panels A and C, the reductions in time spent at restaurants and retail and at workplaces are shown to be similar in New York and California and greater than in almost all control states. The reduction is greater for time in restaurants/retail than in time in workplaces. This difference suggests that an index that summarizes the differences in both indices may be superior to using only one. Panel B shows a greater reduction in time spent in restaurants in the District of Columbia relative to the other areas than does the comparable reduced times at workplaces shown in Panel D. The patterns in Panels B and D thus also suggest creating a pandemic shock index using weights for both the restaurant/retail and workplace times.

We next consider the relevant time period for the pandemic index. We want to choose a period that captures the differential effects of the pandemic while minimizing over-fitting and the odds that other events begin to leak in. Panel A indicates that the daily differences in time reduction between the treated and donor states varied considerably in 2020 through 2022. However, most of the inter-county variation is captured in the March 15 to July 15, 2020 window.

The decline in retail employment was more moderate than in restaurants. Foot traffic data reported in Yang, Liu, and Chen (2020) confirm that the decline in fast foods was more moderate than in restaurants as a whole. National QCEW data also show the different effects on full service and limited service restaurants. In April 2020 employment in full service restaurants had declined to 37 percent of the February 2020 level; it then recovered by July 2020 to 73 percent of the February 2020 level. Meanwhile, employment in fast food restaurants in April 2020 had declined to 77 percent of its February level; by July 2020 it recovered to 93 percent of the February level. Finally, retail employment in April 2020 fell to 83.7 percent of its February 2020 level and then recovered by July 2020 to 95.7 of its February 2020 level.

These trends somewhat offset each other. Expressed as a proportion of retail and restaurant employment,
fast food employment rose from 17.7 percent in February 2020 to 18.8 percent in April 2020 and then fell to 18.3 percent in July 2020. In other words, changes in fast food employment were similar to those for restaurant/retail as a whole.\textsuperscript{56}

The decline in time spent at all workplaces was more moderate than the time spent in restaurants/retail. Taken together, these considerations suggest taking the simple average of the restaurant/retail and workplaces indices to proxy for relevant local pandemic confounds affecting fast food restaurants.

The map in Panel E of Figure B.1 displays the variation of the pandemic index across our treated and donor areas. The map suggests that while the pandemic affected both treated and donor counties, the effects were greater in treated counties. In other words, the pandemic confounds our minimum wage estimates.

\subsection*{B.2 Pandemic-bias correction}

We discuss our novel approach to correcting for the confounding effect of the pandemic response shocks in Section 4. Here, we present Figure B.2, which plots $\tilde{Y}_{it} - \tilde{\bar{Y}}_{it}$ in event time by outcome, for the donor pool and for the treated counties. A necessary condition for the validity of our pandemic correction procedure is that $E[\tilde{Y}_{it}] = E[\tilde{\bar{Y}}_{it}]$ for all $t < 2020q1$. Visual inspection of Figure B.2 shows there is no difference between $\tilde{Y}_{it}$ and $\tilde{\bar{Y}}_{it}$, on average, before event quarter 22, which coincides with 2020q1 in California. The confounding effects of the pandemic shock on our treated counties can then be seen from event quarter 22 onward.

Figures B.3 and B.4 present our uncorrected results and our estimates corrected for bias from pairwise matching discrepancies on predictor variables. As our pandemic-corrected estimates also correct for bias from pairwise matching discrepancies on predictors, these figures (in conjunction with Figure 4) provide different approaches to observing the confounding effects of the pandemic shock. Both figures make clear that employment decreased more sharply in treated counties during the pandemic. Comparing Figure B.3 to Figure B.4, we see very little bias resulting from pairwise matching discrepancies. The differences between Figure B.4 and Figure 4 then entirely result from the pandemic correction. They show that after correcting for the stronger pandemic shocks in the treated counties, the minimum wage increases boosted employment in treated counties.

Figure B.4 shows that, after correcting for the pandemic response shocks, earnings fall slightly in treated counties, relative to their synthetic controls. We explore this erosion of the minimum wage effects on earnings in Section 5.5. Unusually tight low-wage labor markets and relief programs (stimulus checks and expanded unemployment insurance benefits) caused wages to rise more than inflation and therefore more than minimum wage increases in donor counties, thereby reducing the bite of the minimum wage. Meanwhile, earnings in low-paid jobs also increased rapidly and more than inflation in donor states.

Finally, Rows C, D and E of Table 4 presents our quantified estimates of how our pairwise matching discrepancy-correction (“bias-correction”) and pandemic-correction procedures affect our earnings and employment results. The table presents results separately for large California counties, large New York counties and mid-size New York counties. The two sets of corrections do not change our earnings elasticities, while they make our employment elasticities positive and permit us to rule out employment elasticities more negative than -0.01 in even the most conservative scenario (mid-sized New York counties), and to rule out employment elasticities below +0.06 in California.

\textsuperscript{56}Full-service restaurant employment declined much more steeply than fast food employment during the pandemic.
Figure B.1
Pandemic Analysis

A. Time Spent at Restaurants and Retail by State

B. Time Spent at Restaurants and Retail by Area

C. Time Spent at Workplaces by State

D. Time Spent at Workplaces by Area

E. Pandemic Index by County

Source: Data on time spent in locations comes from Chetty et al. (2020), which is available by state, county, and city. The pandemic index is described in Section 2.3. A higher value of the index entails a greater impact. Among donor counties, the index has a mean of 0.26 and a standard deviation of 0.06. In all counties, the mean is 0.23 with a standard deviation of 0.09.
Figure B.2
Pandemic-corrected Minus Bias-corrected Outcome Values

A. Average and Individual Donor Pool Counties

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). There are a total of 47 treated counties: 25 large counties in California, plus 11 large and 11 mid-sized counties in New York. The large counties all have \( \geq 5,000 \) employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. There are a total of 123 large donor pool counties, with \( \geq 5,000 \) employment in NAICS 722 in states that did not experience a minimum wage change since 2009, and 150 mid-sized treated counties, with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. For the bias correction, in each period we regress the outcome on the full set of predictor variables using the donor pool only, then predict residualized outcome values for all counties (treated and donor pool). For the pandemic correction we do the same but add the pandemic-exposure index to the set of regressors in the residualization process. The y-axis shows the difference in each quarter between the (normalized to the associated final pre-treatment period) pandemic-corrected outcome and the associated bias-corrected outcome. Panel A shows these values individually (blue circles) and on average (solid blue line) for the donor pool counties. Panel B shows the same but for the treated counties. The results are placed in event time, with event-quarter 0 indicating the first quarter of treatment (or placebo treatment, for the donor pool), shown by the vertical dotted line. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
Figure B.3
Effects Uncorrected for Matching Discrepancies or Pandemic Confounds

A. Average and Individual Treated County Effects

B. Average Effects in Treated Counties vs Sample Placebo Average Effects

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS. For our 36 large treated counties, the donor pool consists of the 123 counties with $\geq 5,000$ employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 11 mid-sized treated counties in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 25 large counties in California, plus 11 large and 11 mid-sized counties in New York. The large counties all have $\geq 5,000$ employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. The y-axis shows the difference in each quarter between the (normalized to 2014q2 for California, and to 2013q4 for New York) outcome value and the associated estimated synthetic control. In panel A, the solid blue line represents the average estimated effect across all 47 treated counties, weighted by 2010 population, and the light blue circles show the individual estimated effects for each contributing county in each time period; the size of the circle represents the relative 2010 population. In Panel B, the solid blue line shows the average estimated effect across all 47 treated counties. The grey lines show 100 randomly sampled averages of 47 placebo treatment effects, estimated for each treated unit by permuting treatment “in-space” across each of the donor pool counties and then taking the difference between the outcome path of the placebo treated unit and that of its synthetic control. The results are averaged in event time, with event-quarter 0 indicating the first quarter of treatment, shown by the vertical dotted line. The results are not corrected for bias from matching discrepancies or pandemic-era confounds. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
Figure B.4
Effects Corrected for Matching Discrepancies only

A. Average and Individual Treated County Effects

B. Average Effects in Treated Counties vs Sample Placebo Average Effects

Note: Estimated using employment and payroll data from the QCEW, local unemployment data from LAUS, and Google Mobility data from Chetty et al. (2020). For our 36 large treated counties, the donor pool consists of the 123 counties with ≥ 5,000 employment in NAICS 722 in states that did not experience a minimum wage change since 2009. For our 11 mid-sized treated counties in New York, the donor pool consists of the 150 counties with NAICS 722 employment between 2,000 and 5,000 in states that did not experience a minimum wage change since 2009. We have a total of 47 treated counties: 25 large counties in California, plus 11 large and 11 mid-sized counties in New York. The large counties all have ≥ 5,000 employment in NAICS 722; the mid-sized counties all have between 2,000 and 5,000 employment in NAICS 722. The y-axis shows the difference in each quarter between the (normalized to 2014q2 for California, and to 2013q4 for New York) outcome value and the associated estimated synthetic control. In panel A, the solid blue line represents the average estimated effect across all 47 treated counties, weighted by 2010 population, and the light blue circles show the individual estimated effects for each contributing county in each time period; the size of the circle represents the relative 2010 population. In Panel B, the solid blue line shows the average estimated effect across all 47 treated counties. The grey lines show 100 randomly sampled averages of 47 placebo treatment effects, estimated for each treated unit by permuting treatment “in-space” across each of the donor pool counties and then taking the difference between the outcome path of the placebo treated unit and that of its synthetic control. The results are averaged in event time, with event-quarter 0 indicating the first quarter of treatment, shown by the vertical dotted line. The results are corrected for bias from matching discrepancies only. The pandemic period began in event quarter 22 for California and event quarter 24 for New York.
C  Teens

We consider here the effects of minimum wage increases on teen workers. We use Current Population Survey (CPS) data, which unlike the QCEW, allows us to identify teen workers and to observe their hourly wages and hours worked, in addition to employment status and weekly pay. However, the CPS does not allow us to identify the county in which an individual works. For this reason, we aggregate CPS microdata to the state-by-quarter level and conduct a state-level analysis. This setting mandates a classic synthetic control approach, with a single treated state (California) and 20 donor pool states, yielding less-precise estimates than when we use county-level data. (Table D.1 shows the donor weights for our synthetic control analysis.)

We also apply regression-based estimators to teens, in a manner similar to our fast food regression-based estimates: with state and year fixed effects and no controls and with asymptotic standard errors clustered at the state level. Since these regressions use individual teen data, we apply sampling weights from the CPS.

C.1  Smoothing CPS Teen Data

The small number of teens 16 to 19 by state and quarter in the CPS limits the statistical power of the CPS data. In some states our measurement of variables is quite noisy, partly because of small samples, partly because of seasonal variation and partly because respondents in the CPS are adults, not the teens themselves.\(^{57}\) To address the noise in the teen data, we interpolate a few cells with missing data and adjust for seasonal variation by smoothing the outcome variables. Specifically, we predict outcome values iteratively (three times) by using OLS to regress each outcome on its values in each of the four immediately-preceding quarters, such that the smoothing takes effect in 2010q4.\(^{58}\) This procedure delays any trend changes in the smoothed series by four quarters.

We use smoothing only for our CPS teen synthetic control results, but not for our CPS teen regression-based analysis. Figure C.2 compares the unsmoothed and smoothed outcomes with their respective estimated synthetic control outcomes. The benefit of smoothing is evident; the signal is much clearer in the smoothed series. Reassuringly, smoothing does not change our point estimates significantly.\(^{59}\) Thus we conclude that smoothing reduces noise without changing our findings.

C.2  Teen Results

We discuss here our results for teen workers in California using our smoothed, aggregated state-by-quarter CPS data. These estimates are not corrected for pandemic confounds because they use state-level CPS data; our bias correction procedure relies on local variation in pandemic responses.

Panel B of Figure C.2 and Figure 6 (in the main paper) present our main synthetic control results. We obtain good pre-period fits for hourly wages and employment. As with restaurant workers, the gap between California and synthetic California remains close to zero throughout the pre-period (although the limited CPS sample size makes these estimates noisier). As Figure 6 shows, teen hourly wages, hours worked, employment and average weekly earnings all increased during the treatment period, relative to the donor pool, and well before the onset of the pandemic.\(^{60}\)

\(^{57}\)We also examined effects on teen workers using the much larger samples of the American Community Survey. However, the ACS teen earnings and employment data are noisier than in the CPS, more than eliminating the advantage of the larger sample.

\(^{58}\)Following Cengiz et al. (2019), we also applied QCEW industry weights to reduce the noise in the CPS. This procedure did not reduce the noise, so we dropped using these weights from our methods.

\(^{59}\)Note that the first four quarters of the smoothed series remain unsmoothed as we exclude earlier data from the smoothing process.

\(^{60}\)The apparent delay in the hourly wages increase in Figure 6 results from the smoothing process we applied to this data.
Figure C.3 shows our annual estimates using the Callaway and Sant’Anna DiD estimator. The results for average hourly wages and average weekly wages are significantly positive and similar to our main results for using the synthetic control estimator. The employment and hours estimates are positive, but very noisy.

Table C.2 displays results for the regression-based estimators and the synthetic control estimator. The outcomes here are hourly wages, employment, the own-wage elasticity, hours and weekly earnings. We present the respective point estimates for effect sizes and elasticities, the $p$-values appropriate to each estimator and the 95 percent confidence intervals for the regression-based estimators.

The DiD estimated effect of the minimum wage shows teen average hourly earnings increased by 21 percent, while the SDiD and synthetic control estimator effects are 30.5 percent and 30.4 percent, respectively (with $p=0.01$ and $p=0.05$, respectively). The synthetic control estimated effect on teen employment is positive and sizable (14.6 percent) and significant: $p = 0.1$. This positive employment estimate compares with an estimated employment effect of 12 percent using the SDiD estimator ($p = 0.28$) and 1.83 percent using DiD. The confidence intervals for the DiD employment elasticities rule out effects below -0.02, while those on the SDiD estimator rule out effects below -0.11. The synthetic control-estimated own-wage elasticity is 0.48, compared to 0.41 in Cengiz et al. (2019). Our results also suggest significant increases in teen hours worked and weekly pay. The synthetic control estimated effect on hours is 13.1 percent ($p = 0.05$), while the effect on weekly earnings is 76.9 percent ($p = 0.1$).

To summarize, the positive estimated effects are contrary to older studies that found negative or insignificant teen employment and hours elasticities. They make clear that teen workers greatly benefited from the minimum wage increases.

---

61We do not estimate placebo-variance-based confidence intervals for the synthetic control estimates as the required normality assumption likely does not hold with a single treated unit.
<table>
<thead>
<tr>
<th>Donor States</th>
<th>Average Hourly Wage</th>
<th>Average Weekly Earnings</th>
<th>Average Weekly Hours</th>
<th>Employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>0</td>
<td>0</td>
<td>0.301</td>
<td>0.551</td>
</tr>
<tr>
<td>Georgia</td>
<td>0</td>
<td>0</td>
<td>0.357</td>
<td>0</td>
</tr>
<tr>
<td>Idaho</td>
<td>0.072</td>
<td>0.138</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Indiana</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Iowa</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kansas</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kentucky</td>
<td>0.367</td>
<td>0.348</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Louisiana</td>
<td>0</td>
<td>0.130</td>
<td>0.249</td>
<td>0.280</td>
</tr>
<tr>
<td>Mississippi</td>
<td>0</td>
<td>0.148</td>
<td>0.093</td>
<td>0</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.169</td>
</tr>
<tr>
<td>North Carolina</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>North Dakota</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>South Carolina</td>
<td>0.024</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Tennessee</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Texas</td>
<td>0.211</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Utah</td>
<td>0.326</td>
<td>0.236</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Wyoming</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: Estimated using wage, hours, and employment data from the CPS, and local unemployment data from LAUS. The donor pool consists of the 20 states that did not experience a minimum wage event through 2022q1. California is the treated state. Each outcome variable is smoothed and normalized to 2014q2. The predictor variables include the (smoothed, normalized) outcome value in each quarter from 2009q4–2011q4, their average over the same period, and the average unemployment rate in 2009–2011.
<table>
<thead>
<tr>
<th>Table C.2 Effects for Teen Workers in California, State-level Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Difference-in-differences</strong></td>
</tr>
<tr>
<td>Treatment Effect</td>
</tr>
<tr>
<td>Elasticity</td>
</tr>
<tr>
<td>CIs</td>
</tr>
<tr>
<td><strong>SDiD</strong></td>
</tr>
<tr>
<td>Treatment Effect (%)</td>
</tr>
<tr>
<td>Elasticity</td>
</tr>
<tr>
<td>Placebo 95% CIs</td>
</tr>
<tr>
<td>Placebo p-value</td>
</tr>
<tr>
<td><strong>Synthetic Control</strong></td>
</tr>
<tr>
<td>Treatment Effect (%)</td>
</tr>
<tr>
<td>Elasticity</td>
</tr>
<tr>
<td>RMSPE p-value</td>
</tr>
</tbody>
</table>

*Note: Estimated using employment and earnings data on all workers 16–19 in the CPS and local unemployment data from LAUS. The donor pool consists of the 20 states without minimum wage events during the treatment period. The difference-in-differences treatment effects are estimated using annualized microdata and reflect the 2021 estimate, and the confidence intervals are clustered at the state level and are asymptotic. The SDiD and synthetic control treatment effects are estimated off of data smoothed and normalized to 2014q2, and reflect the estimates in 2022q1. The elasticities reflect the ratio of the estimated treatment effect and the 87.5% increase in California’s minimum wage between 2014q2 and 2022q1. The placebo 95% CIs on the elasticities and p-value for the SDiD results are calculated using standard errors estimated using the placebo-variance approach. The RMSPE p-values for the synthetic control results are estimated from the RMSPE-ranking of the average estimated treatment effect, relative to the distribution of estimated placebo effects, which are based on estimated differences from in-space placebo treatments on the donor pool counties. The RMSPE p-values for hourly pay and average weekly earnings are one-sided as this inferential approach is particularly underpowered with one treated state and 20 donor pool states. The RMSPE p-values for hours and employment are two-sided. The own-wage elasticity is the ratio of the estimated employment effect to the estimated earnings effect.*
Figure C.1
Raw and Smoothed State-level Data, Teen Workers

Note: Hourly wages and employment for California workers 16–19, raw and smoothed CPS data series. We smooth the outcome variables by predicting them iteratively (three times) for each state using a simple OLS regression on their values during each of the four immediately-preceding quarters, such that the smoothing takes effect in 2010q4. This procedure addresses the noise that is evident in the raw series (especially in the donor pool states, which have fewer observations of workers who are 16–19), while also adjusting for seasonal variation.
Figure C.2
California v Synthetic California Teen Workers, Unsmoothed and Smoothed State-level Data

A. Unsmoothed Data

B. Smoothed Data

Note: Estimated using unsmoothed and smoothed employment and earnings data for workers 16–19 in the Current Population Survey (CPS), and local unemployment data from LAUS. The donor pool consists of the 20 states that had no minimum wage events between 2009 and 2022q2. The y-axis shows the (normalized to 2014q2) outcome variable value in each quarter for California and for its estimated synthetic control. The solid blue line is the value for California, while the dashed black line is the value for synthetic California. Panel A shows these results using unsmoothed data; Panel B shows the results using smoothed data. Smoothing consisted of predicting outcomes iteratively (three times) by state using OLS regression on their values during each of the four immediately-preceding quarters, such that the smoothing takes effect in 2010q4.
Figure C.3
Teen Workers, Difference-in-differences

Notes: These figures show annual coefficients using the Callaway and Sant’Anna (2021) estimator for employment, log of hourly earnings, log of hours and log of weekly pay for teens 16-19. The coefficients in the post-period represent the difference in percent changes between California and control states, relative to 2013. The coefficients in the pre-period are relative to the previous year. Standard errors are clustered at the state level and estimated using a wild bootstrap.
D  Policy Confounders

As we have noted, a credible synthetic control method must check for confounding events that differently affected the treatment and control groups during the treatment period. California, but not New York, did indeed institute policies during the treatment period that were not matched in our donor pool. Such factors could confound our identification of minimum wages as the cause of changes in pay and employment in low-wage jobs. We discuss potential policy confounds here.

Perry (2017) identifies 51 individual policies that California adopted by 2016 that were not implemented in most other states, and that could have affected the state’s economic growth. To make the analysis tractable, Perry sorted these policies into five broad groups: enhancements of workers’ rights (mainly minimum wage increases and greater enforcement activity), increases in taxation at high incomes, enhancements to the state’s safety net, improvements in infrastructure and housing, and environmental policies. He then combined these groups into a single weighted index and used the synthetic control method to examine their combined effect. Perry finds that they did not reduce economic growth in California between 2011 and 2016, relative to a control group.

Perry’s results suggest that the state’s policies do not confound our results. However, his study period ends in 2016 and his outcome of interest—state economic growth—differs from ours. Moreover, the amalgamation of tax, infrastructure, housing and environmental policies with labor market policies limits the relevance of his study for our purposes here. We therefore examine here whether a subset of Perry’s policy list qualify as potential confounds that threaten our identification of the effects of high minimum wages in California.

In this appendix we consider three policies that California enacted and/or expanded during our treatment period that could have affected pay and employment among low-wage workers, thereby potentially confounding our minimum wage estimates. These policies are 1) the enactment of a California Earned Income Tax Credit (Cal-EITC) in 2015 and its subsequent expansion; 2) the expansions of Medi-Cal—California’s Medicaid program—and coverage of the American Care Act (ACA) in California during the treatment period; and 3) enhanced enforcement of minimum wage laws.\textsuperscript{62}

The synthetic control method does not allow turning such programs on during the treatment period, limiting our ability to control for potential confounds. To assess whether these programs are potential confounds, we examine the magnitudes of the programs and draw on previous research on their labor market effects.

During the pandemic California also enacted substantial temporary policies to protect workers’ rights and provided frontline (“hero”) workers with additional pay, supplemental paid sick leave and a stimulus package to help the state’s economy recover from the pandemic’s effects. California’s economy may have been more affected than our donor pool states by the pandemic itself and the concomitant shift to working from home. These factors are too recent to allow evaluation in this appendix. We therefore consider only the pre-pandemic years here.

\textbf{D.1  Cal-EITC}

The federal EITC, created in 1975 and expanded multiple times since, supplements wages of employed workers in low-income households. It was designed to create an incentive for eligible taxpayers, mainly women with children, to join the labor force. The theoretical impact of the EITC, however, may be negative, positive or zero, because of conflicting income and substitution effects in the “phase-in” region. With the

\textsuperscript{62}In 2015 California instituted paid sick leave mandate for all employees, paid for by a tax on employers. The cost amounts to between one and two percent of pay, capped at 30 hours per month. Various Covid-related policies—state stimulus, hero pay, lockdowns and restrictions that were stronger and longer in CA than elsewhere—could also have affected employment and wage growth. However, none would affect our pre-2020 results.
notable exception of Kleven (2019), the empirical evidence suggests that the EITC has had modest positive labor supply effects. Beyond its potential employment effects, the EITC may also create an incentive for employers to pay lower wages (Rothstein and Zipperer, 2020).

Beginning in 1986, states began to enact their own EITCs, usually as a percentage add-on to the federal EITC. By 2019, 28 states and the District of Columbia had created their own EITC programs and many have expanded their EITCs over time (Bogdanos, 2019). California created its own EITC program, dubbed Cal-EITC, in 2015, providing an add-on of up to 85 percent of the federal EITC for eligible recipients. Unlike in the federal and other state EITC programs, Cal-EITC focuses its benefits especially on households in deep poverty—those earning less than fifty percent of the federal poverty level. As a result, the California program has a steeper phase-out range and therefore provides substantial benefits to a smaller percentage of poor households than do the other EITC programs. Thus, taxpayers with children qualified only if they had an earned income of less than $13,870. Taxpayers without children qualified if their earned income was less than $6,580; their maximum credit, for taxpayers with less than $3,250 in earned income, was $214. The earnings eligibility limits were extended in 2017, 2018 and 2019. Adults 18 to 24 with no children were added in 2018. The number of refunds and their average size has thus grown modestly in recent years. In our CPS sample, hours worked per week average about 38 hours; at the current minimum wage of $15, single filers would be ineligible for Cal-EITC benefits if they worked 12 or more weeks a year.

In 2020, the Cal-EITC was claimed on 4.15 million tax returns. About 75 percent of these taxpaying units had no children and received an average refund of $105. Such a small amount is unlikely to have a measurable effect on our estimated minimum wage earnings and employment effects. The average refund on the approximately 1.1 million taxpaying units with children was about $450 (Franchise Tax Board, 2022). The most recent careful study of the EITC, by Whitmore Schanzenbach and Strain (2021), found that every $1,000 increase in the federal EITC led to a 2.1 percent increase in employment among single mothers. According to these results, the addition of the Cal-EITC would therefore have increased employment among single mothers in California by about one percentage point. Single mothers comprised an average of 10.1 percent of workers getting minimum wage workers over 1997 to 2019 (Godoy and Reich, 2021). Consequently, the employment effect of the Cal-EITC was perhaps 0.1 percentage points, not enough to affect our finding of no employment effects of the minimum wage.

Moreover, our finding of positive earnings and employment effects among teens would not have been affected by the Cal-EITC. Teens can typically be claimed as dependents, making them ineligible for EITC benefits, and likely unaffected by any state-level EITC change.

D.2 Medi-Cal Expansion and ACA Expansion

California’s legacy Medicaid program has long covered a higher proportion of the state’s population, relative to other states. California’s ACA-related Medicaid expansion, implemented on January 1, 2014, increased Medi-Cal coverage from about one-fifth of the state’s population in 2013 to about one-third in 2016, and then remained at that level through 2021 (McConville, 2021). ACA-related Medi-Cal widened differences with our donor states. Among the 18 donor states with positive weights, only five adopted ACA-Medicaid expansion during our treatment period.

California also expanded health care coverage during our treatment period. In January 2020, young adults 19-26 became eligible for Medi-Cal regardless of immigration status. The numbers affected were small, since many already had access in the state through its DACA programs. California has recently increased subsidies through Covered California—the state’s health insurance marketplace—by raising the eligibility ceiling for households from 400 percent of the federal poverty level to 600 percent. It also increased subsidies for households between 20 and 400 percent of the federal poverty level. However, these expansions
likely affected a very small percentage of low-wage earners.

By providing health care or health insurance that was not linked to employment, California’s Medi-Cal and ACA expansions could have raised reservation wages and reduced labor supply in the state. A substantial literature examines this possibility. Guth, Garfield, and Rudowitz (2020) provides a recent comprehensive review of studies conducted between 2014 and 2020. Earlier research, based on the Oregon lottery experiment (Baicker et al., 2014), had found that Medicaid expansion had no effects on employment rates or pay.

Two studies stand out in Guth et al.’s review. Using a standard difference-in-differences method, Heim, Lurie, and Simon (2015) found that the extension of ACA coverage to young adults 19 to 25 had no measurable effects on their labor market outcomes. Using QCEW data, Peng, Guo, and Meyerhoefer (2020) compared pairs of bordering counties in expansion and non-expansion states. These authors found that Medicaid expansion was associated with a transitory employment decrease of 1.2 percent one year later; this effect did not persist two years later and Medicaid expansions had no wage effects at any point. These and other studies reviewed by Guth et al. suggest that California’s health policies had small, if any, effects on the state’s low-wage labor market.

D.3 Changes in compliance and enforcement

Higher minimum wages increase the incentives for employers not to comply with the law. In response, some states and localities have enhanced their enforcement activities when they increase their minimum wages. Comparing state-level enforcement, Galvin (2016) finds such a pattern for the period up to 2010. We examine here the enhanced enforcement activities in California that accompanied the minimum wage increases and compare these to contemporaneous changes in federal enforcement activity in our donor states.

D.3.1 Compliance and enforcement changes

Employer compliance in California did not fall, despite the state’s minimum wage increases from $8 to $15. Figure D.1 reports the percent of workers in the lowest pay quartile in California and in the donor states who reported wages less than their state’s minimum wage. The yellow line shows the percentage of California’s low wage workers who were paid less than the state’s minimum wage for small employers. The gray lines show the percent of low-paid workers earning less than their state minimum wage in the donor states. The California noncompliance percentage remained stable between 2009 and 2022, varying between 3 and 5 percent. Noncompliance declined somewhat in the donor states, from about 7 percent to 3 percent. This decline occurred while nominal entry wages continued to rise in those states, while nominal minimum wages did not.

Why did compliance not fall in California? Beginning in 2011, the state enhanced its detection efforts and penalty policies (Bureau of Field Enforcement, 2020). The state progressively enacted greater financial and criminal penalties for minimum wage violations, including for retaliations against immigrant workers. BoFE also streamlined the collection of back wages by using estimated rather than litigated damages (“liquidated damages”) and reduced violations sooner by issuing injunctions to violators. As an incentive

---

63Galvin (2016) also finds that only more substantial penalties deter noncompliance.
64Between 2016 and 2022 the state mandated a lower minimum wage for businesses with 25 or fewer employees.
65Also using the CPS, Eastern Research Group (2014) reported that noncompliance rates were similar in California and New York.
66The following account and data relies on the 2020 report of the California Bureau of Field Enforcement (BoFE), an arm of the California Labor Commissioner.
for employers to resolve cases more quickly, California also began to impose a ten percent interest rate on liquidated damages.

BoFE also changed its monitoring strategy. At first, it simply increased the number of workplace inspections, but not its detection strategy. BoFE then shifted its detection strategy, from a complaint-driven model to a pro-active model that focused inspection activity on known violating industries, such as agriculture, apparel, car washes and restaurants. As a result, BoFE performed fewer inspections, but increased the number of violations per inspection, from 50 percent in 2009/10 to 86 percent in 2016-17 to 148 percent in 2017-18, 207 percent in 2018-19 and 160 percent in 2019-20. Assessed wages per inspection grew even more dramatically, from $1,402 in 2009-10 to $33,971 in 2018-19 and $82,616 in 2019-20. The state’s enforcement actions, measured by the number of citations issued and the dollar value of assessed penalties, began to increase in 2011 and rose sharply in 2017.

The California Labor Commissioner’s office also developed partnerships with community groups and industry associations. These partnerships led to improved awareness of minimum wage laws in exposed communities, generated better information about noncomplying employers and enhanced BoFE’s ability to interview workers in trusted locations outside the workplace. BoFE also began to conduct audits of a company’s entire payroll records, thereby moving from the investigation of individual cases to company-wide patterns; and it increasingly published news releases about egregious violations, thereby deterring noncompliance by other employers.\(^{67}\)

On the other hand, the Labor Commissioner’s capacity to hold hearings on wage claims grew much more slowly than the growth in monitoring activity and the number of wage claims. Between 2017 and 2021, the time to an initial wage claim hearing averaged 505 days, well beyond the mandated 120 day limit. The proportion of back wages that were paid fully to workers also fell, to 14 percent within five years after a worker won a wage theft claim (Kuang, Jeanne and Lazo, Alejandro, 2022).

The state’s activities were supplemented by local enforcement offices in the large California cities with local minimum wages, notably Los Angeles, San Francisco and San Jose.\(^{68}\) San Francisco’s pioneering Office of Labor Standards and Enforcement (OLSE), created in 2000, worked with a substantial number of community-based organizations to educate the public about minimum wage standards and to encourage reports of violations. As a result, many of the most non-compliant industries in the city—including restaurants and retail—also had the highest complaint rates (Fine and Shepherd, 2021). OLSE also pioneered the practice of auditing payroll records for all workers when a single worker issued a meritorious complaint.

D.3.2 Federal enforcement changes

California and New York each employ over 100 wage violation inspectors. On the other hand, six of the states in our pool do not employ any enforcement personnel and nine others employ less than ten, and five donor states employ between ten and 99 enforcement personnel (Levine, Marianne, 2018). The burden of enforcement in these states thus falls on the federal government, specifically on the U.S. Department of Labor’s Wage and Hours Division (WHD).

Beginning with Ashenfelter and Smith (1979) and continuing to Stansbury (2021), multiple research studies have examined the efficacy of the penalties in the Fair Labor Standards Act and WHD’s enforcement activities. These studies have found a limited deterrent effect on minimum wage and overtime violations. This result is not surprising, as the number of workplace inspectors funded by Congress are two orders of

\(^{67}\)Weil (2010) shows that such publicity create substantial deterrent effects on nearby employers.

\(^{68}\)Gerstein (2020) and Gerstein and Gong (2022) shows that state and local enforcement activities also have grown in other parts of the U.S., but not in many of the states that make up synthetic California.
magnitude lower than they were when WHD first began operations. But in about 2009 and accelerating in
2014, WHD began to enhance its enforcement activities. These enhancements included hiring more inspec-
tors, creating a closer relationship with the Department’s legal arm (Office of the Solicitor) and prioritizing
industries with high rates of subminimum wages and low complaint rates.

Recognizing that worker complaints in some industries might be constrained by retaliation fears, WHD
reduced the percent of inspections that were complaint-driven from 80 percent to 50 percent. WHD also
increased its outreach to worker and community-based groups.

By shifting from complaint-driven methods to these strategic methods, WHD increased the percent of its
investigations that found violations from 35 percent in 2009 to 51 percent in 2016 (Weil, 2018). A U.S.
Government Accounting Office study found that the dollar value of WHD’s assessed back wages increased
75 percent from 2010 to 2019 and that investigations continued at the same rate after budget and personnel
cuts in 2017.

WHD prioritizes its enforcement efforts in states with weak enforcement activities of their own. Thus, the
South, which is well represented in our donor pool, accounted for 38 percent of WHD investigations (Gov-
ernment Accountability Office, 2020). However, WHD does not publish sufficiently detailed data to permit
determining the proportion of its investigations in our donor states.

**D.3.3 Conclusion on enforcement**

The narrative above suggests that minimum wage enforcement activity increased in both California and in
our donor pool. It is likely that heightened enforcement efforts deterred greater noncompliance in California.
Federal enforcement activity also increased during our treatment period, particularly in our donor states.
Although WHD publishes summary statistics on its enforcement efforts, it does not make the microdata
available to researchers. We therefore surmise, but not cannot test, that changes in overall enforcement
activity were similar in California and in synthetic California.

---

69[https://www.dol.gov/agencies/whd/data/charts/low-wage-high-violation-industries](https://www.dol.gov/agencies/whd/data/charts/low-wage-high-violation-industries)

70[https://www.dol.gov/agencies/whd/data/charts/outreach](https://www.dol.gov/agencies/whd/data/charts/outreach)
Figure D.1
Fraction of Workers Earning Less Than the Minimum Wage

Notes: This figure shows the fraction earning less than the minimum wage in California and donor pool states. The blue line shows the fraction earning less than the minimum wage assuming all businesses in California are “large businesses” (those with 26 or more employees) and thus subject to a higher minimum wage, while the yellow line shows the same line assuming all businesses are small. Excludes self-employed workers and workers with imputed responses. Hourly wages are calculated for salaried workers.
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